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Introduction 
The objective of this PhD thesis is to dispel two misconceptions related to Artificial 

Intelligence (AI) and discuss the three most important questions about AI. The two 

misconceptions assert that AI is a memoryless function and that AI is pseudoscience. The three 

questions we are going to discuss are “What is AI?”, “How can we create it?” and “What 

consequences will the creation of AI entail?”. 

 

The first misconception describes AI as a memoryless function. This misconception is 

referred to as Full Observability, meaning that AI sees everything it has to and therefore does not 

need to remember anything that has happened before. There are authors who also mention the 

opposite, i.e. Partial Observability, however, this thread has remained vastly unexplored. Most 

researchers assume that the admission of a hidden state (memory) will make the problem highly 

complicated to an extent that it becomes unsolvable. Actually, the case of interest is exactly 

Partial Observability and the refusal to explore this case is a serious mistake.  

Our statement that most authors regard AI as a memoryless function is not accurate 

enough. It would be more precise to say that what they perceive as a memoryless function is the 

trained AI. We can assume that AI is the program which searches for the trained AI (i.e. AI is a 

program which trains itself). The outcome of the learning process is the trained AI, so the 

question of interest is what a trained AI looks like. Most authors examine the set of pairs <x, y> 

(where x is the question and y is the answer). From this set they seek to derive a function which to 

each question x returns the corresponding answer y. This problem is known as interpolation. 

When the search for the interpolating function takes place within the set of neural networks, it is 

referred to as neural networks. 

We are far from underestimating the Neural networks development. This approach has 

produced astonishing results and has thus become the mainstream method in the area of AI. 

Nevertheless, neural networks are limited by the lack of memory which is an important setback. 

The secret of AI hides in the hidden state of the world. If we discard the hidden 

information, we will miss the most interesting part. The basis of AI is the “understanding” of the 

world, and to understand the world we must be able to describe it by means of some language for 

description of worlds. This is the reason why the present PhD thesis will be so much focused on 

discussing various languages for description of the world. The description of the hidden state is 

not unambiguous because there are many possible explanations of the world. We will regard the 

various descriptions as various hypotheses so we can conduct experiments in order to identify the 

correct hypothesis. We can describe the search for various descriptions (hypotheses) with the 

term imagination. Thus, AI without a hidden state is AI without imagination. 

 

The second misconception asserts that AI is pseudoscience, therefore serious scientists 

should stay away from it. This is about genuine AI or Artificial General Intelligence (AGI). Most 

people are convinced that AGI is something impossible (science fiction). When it comes to AI, 

most people assume that they are talking about weak AI, which is not AI, but an imitation of AI. 

The very idea of weak AI was created by people who do not believe in AGI and are deeply 

convinced that it is something completely impossible. 

This is the reason why society views those working in the field of AGI as crazy. We are 

lumped in with the UFO seekers and perpetuum-mobile inventors. I myself take perpetuum-

mobile inventors as crazy, and I shouldn't be angry that this label is being applied to me as well. 

However, in science, no idea should be rejected a priori. Many things have seemed 

impossible, but it turns out that their time just hasn't come yet. The main reason people fail to 

realize an idea is because they don't believe it's possible. The moment they believe, they are able 

to solve the problem very quickly. Usually they see that someone else has already realized the 



8 

 

idea and they immediately repeat his success. Back in the time, people thought that machines 

would never be able to play chess. Now, a chess game program is something simple that can be 

explained and written in a few hours (I do it in my programming course). 

The misconception that serious scientists should not deal with AI is a serious issue since it 

leads to lagging behind the developments in this area. A similar misconception existed many 

years ago in respect of cybernetics, which led to serious lagging in the area of computers 

(especially in the former Eastern Bloc countries). 

Even among mathematical logicians there is some skepticism about AI, but logic is the 

mathematical discipline closest to AI and is perfectly suitable for creating AI. One can say that 

mathematics is the basis of all exact sciences, while logic is the math of mathematics. Each 

mathematical discipline builds its fundament on logic. 

The logic deals with the nature of proof. What is proof? This is the human way of 

reasoning. But why only human? Machines can also reason and produce proof. This is why logic 

is the area closest to AI and logicians are best placed to conduct in-depth research in this area. 

For each problem there are specialists who are best prepared and most suitable for solving 

this problem. If you want a painting, you will go to a painter. If you want a song, you will go to a 

musician. Mathematicians have proven to be the best ones in programming because their formal 

and abstract reasoning is very helpful in writing programs. The ones best placed to solve the AI 

problem are logicians because they are familiar with the abstractions of different worlds and 

logical formulas, and understand what is a world to be a model of a formula. 

 

The first question is about the AI definition. Almost nobody seems to bother about this 

question! Although there are plethora of books and papers dedicated to AI, the question “What is 

AI” is very rarely raised there. However, let us note two fundamental publications where this 

question is central. These are Wang (1995) and Hutter (2000). We will also note a review article 

written in our institute (Angelova et al., 2021). 

An interesting definition is provided by the Council of Europe (2020): 

 

AI is actually a young discipline of about sixty years, which brings together sciences, theories 

and techniques (including mathematical logic, statistics, probabilities, computational 

neurobiology and computer science) and whose goal is to achieve the imitation by a machine 

of the cognitive abilities of a human being. 

 

The interesting aspect of this definition is the acknowledgement by the Council of Europe 

that mathematical logic is the foundation of AI, although many logicians would disagree with 

that. 

The most widespread AI definition is provided by Turing and is known as the Turing Test 

(Turing, 1950). This is a construct where a human and a computer which imitates a human are 

hidden behind a curtain. If the computer imitates the human so well that we cannot tell it from the 

human, then this is AI. Although the Turing definition is very good, it has one important 

shortcoming. Turing’s definition describes a trained intellect, while we aim to define an untrained 

intellect. For example, a newborn baby is an intellect, but not a trained intellect yet. 

In order to resolve the shortcoming of Turing’s definition, an informal AI definition was 

created in 2000 (Dobrev, 2000). It reads as follows: “AI will be such a program which in an 

arbitrary world will cope not worse than a human.” 

In wording accessible to the general public, the above definition was published in a 

popular-science magazine. That publication is included in the PhD thesis (paragraph 1.1). A few 

years later the same definition was published in a scientific magazine (Dobrev, 2005a). That 
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definition has received massive recognition since at present a Google search for “Definition of 

Artificial Intelligence” returns the abovementioned paper as the first result. 

The problem with this definition is that it is not formal. The definition was formalized by 

introducing an intelligence quotient (IQ). Each program is assigned with a number which 

represents its IQ and the AI badge is awarded to the programs whose IQ is sufficiently high. That 

approach formed the basis of a paper published in 2019 (Dobrev, 2019b). That paper is not 

included in the PhD thesis because it has some shortcomings such as the assumption that the 

length of life and the complexity of the world are limited (i.e. fixed). Another problem is the 

finding that this idea had been developed in earlier publications (Hernández-Orallo et al., 1998) 

and (Hutter, 2000). 

Another approach was adopted a couple of years later (Dobrev, 2022a). That other 

approach is included as part of the PhD thesis. What makes the new approach better is that the 

length of life and the complexity of the world are not limited. Another advantage of the new 

approach is the consideration of various languages for description of the world, while the first 

approach considered only the description derived by computable functions. 

 

The second question: The road to creating AI goes through developing a program which 

is capable to “understand” the world and, on the basis of the understanding derived, plan its 

future behavior. “Understanding” the world means describing it by some language for description 

of worlds. That is why the creation of an appropriate language for description of the world is 

crucial to the creation of AI. 

The second part of the PhD thesis is dedicated to the description of such a language, 

which claims to be an appropriate language for description of worlds (Dobrev, 2022b and 2023). 

An important part of this language are algorithms. The following is an example of an algorithm: 

“I will wait until the bus comes”. In (Dobrev, 2023) the author has included a definition of an 

algorithm which generalizes the standard definition of a computable function. The new definition 

describes the algorithm as a sequence of actions which can be executed in an arbitrary world. In 

the special case of a world which consists of an infinite tape and a head that reads from and 

writes on the tape, the algorithm is a Turing machine. 

 

The third and the most important question is about the consequences which the 

creation of AI will entail. This does not seem to be a concern for a very large majority of people. 

In this regard, people are like curious children who play with a box of matches without reckoning 

that this can cause a fire. Few as they are, there are still scientific papers which discuss the future 

that will come on us after the creation of AI. An example of such a paper is Alfonseca et al. 

(2021). Another example is Ivanova et al. (2020) discussing the impact of AI on the labor market 

and how education should change in this regard. 

The fundamental question is: “Is the creation of AI a must-do task for us or can we do 

without it?” The answer is that we do not have the luxury to choose because if we do not create 

AI, someone else will do it instead of us. We had better reckon and get ready for the 

consequences, but with due caution because we do not want to let the spirit run away from the 

bottle. 

We will need the answer to the third question only when we have created AI. This does 

not mean that we should wait until AI comes by and only then start wondering “And now what?”. 

Waiting until the time when the question becomes urgent will be a grave mistake. Once AI is 

here, it will be too late to ponder “And where we go now?”. We should have raised this question 

well before the actual appearance of this machine (i.e. of this program because, as you will see 

below, AI is a program rather than a machine). 
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The contributions of this PhD thesis: 

 1. The PhD thesis proposes an informal definition of AI which is very widespread 

today (this is the first result returned by Google in response to searches for “Definition of 

Artificial Intelligence”). 

 2. The PhD thesis provides a rigorous mathematical definition of AI. We do not 

claim full credit for the proposed rigorous mathematical definition since it is an improvement of 

the AI definition initially created by Hernández-Orallo in 1998 (Hernández-Orallo et al., 1998) 

and substantially improved by Marcus Hutter in 2000 (Hutter, 2000). 

 3. The PhD thesis introduces a language for description of worlds such that the 

description can be searched automatically without human assistance. While other languages for 

description of worlds have been created before our language, the advantage of our language is the 

automated search for the description of the world, while the other languages are based on the 

premise that some human being has already understood the world and is now going to describe it 

in the respective language. 

 

The composition the PhD thesis: 

This PhD thesis is composed of three parts, each of which deals with one of the three 

fundamental questions related to AI. 

Part 1 answers the question “What is AI?”. It consists of two chapters titled “The informal 

definition” and respectively “The formal definition”. Essentially these two chapters reflect two 

papers of Dobrev (Dobrev, 2000 and Dobrev, 2022a). 

Part 2 looks at “How can we create AI?” The core content of this part again comes from 

Dobrev (2022b, 2023). 

Part 3 is composed of two chapters. The first chapter comes from Dobrev (2019c) while 

the second chapter will be extended and published as a separate paper. 
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1 What is Artificial Intelligence? 

1.1 The informal definition 
In this PhD thesis we are going to discuss the following questions: “Do we have to know 

what is AI?” and “What is intelligence?”. After that we are going to give a definition of Artificial 

Intelligence. Finally, from this definition we are going to get an algorithm which after a final 

number of steps will discover AI. 

1.1.1 AI – What is this? 

       Do we have to know what is AI? This question can be easily answered: Yes, if we want to 

find it then our task will be a lot easier if we know what is the thing we are looking for. Failing to 

define AI, our position will not differ from that of the Alchemists who sought for the 

Philosopher's stone but almost had no idea what they were searching for.  

       The most widely spread definition of AI is the so called Turing's test. Alan Turing was a 

British mathematician famous for the invention of the theoretical Turing machine and for the 

deciphering of the German codes during World War II. 

       The Turing's test is quite simple. We place something behind a curtain and it speaks with us. 

If we can't make difference between it and a human being then it will be AI. However, this 

definition exists from more than fifty years, so we are going to create a newer and a more up-to-

date one. 

       Turing's definition suggests that, an Intellect is a person with knowledge gained through the 

years. If this is so, then what about a newly born baby? Is it an Intellect? Our answer will be 

"yes". Our definition of an intellect will be: a thing that knows nothing but it can learn. At this 

point we differ from most people who imagine a university professor when they hear the word 

Intellect.  

       Before giving a formal definition of AI we will make it clear that we accept the thesis of 

Church, stating that every calculating device can be modelled by a program. This means that we 

are going to look for AI in the set of programs. We will suppose that AI is a step device living in 

a kind of world. At each step it receives information (from the world) and influences (at the 

world) by the information it works out. Also, we will assume that the information received and 

worked out at each step will be a finite amount. Let's say it gets n bits and works out m bits.  

       After this clarification we can state informally our definition. AI will be such a program 

which in an arbitrary world will cope not worse than a human. 

     The next task will be to formalise this definition in order to use it and to search for AI with it. 

First, what is a world for us? These will be two functions World(s, d) and View(s). 

     The first will take as arguments the state of the world and the influence that our device has on 

the world at this step. As a result, this function will return the new state of the world (which it 

will obtain on the next step). The second function will inform us what does our device see. An 

argument of this function will be the world's state and the returned value will be the information 

that the device will receive (at a given step). Also, we have to add one s0. It will be the world's 

state when our device was born. During its life the world will go through the states s0, s1, s2, ... . 

The device will influence the world with the information it works out at each step d0, d1, d2, ... . 

Also, AI will receive information from the world v0, v1, v2, ... . It is clear that si+1 = World(si , di) 

and vi = View(si).  
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       We have everything up to this moment. We have a world and a device that lives in it. 

However, there is one thing missing - the meaning of life. What is life without pain and joy, a 

philosopher would say. That is why we will introduce meaning of life. This will be an evaluation 

to tell us whether one row v0, v1, v2, ... is better than another.   

       Most people think that they have spent their life better if they have seen more Swiss resorts 

and less coal-mines. More or less our definition of the meaning of life will be the same. We will 

pick out two bits from vi and call them victory and loss. The aim will be to get  more victories 

and fewer losses.   

      The last step will be to make an algorithm that will discover AI. The idea is to start all 

programs on all worlds and to take those which cope best. This does not sound as an algorithm, it 

is as if we are going to make a never-ending exam with an infinite number of candidates. The 

problem is not the infinite number of the candidates, we do not need all of them but only a part 

from those who have passed the exam. The real problem is that the exam will never end even for 

a single candidate. 

      To make the exam finite we will make finite the number of the worlds. This will be not 

enough because even for one world the exam would be infinite. That is why we will add 

requirements for efficiency. We will give for each world a limit of time (tacts) the device has for 

training and we will also say what results it has to achieve after this training (for example, in the 

next hundred tacts the relation victory to loss to be at least 9 to 1). We will also restrict the time 

and memory available to the device for a step. These requirements should not be too tough 

because our AI will not satisfy them and will fail the exam.  
 

 
 

         We will also suppose that there will be no fatal mistakes in the worlds chosen for the exam. 

If there were, our AI could make a fatal mistake during his training and fail the exam. Of course, 

if AI lives many times in such a world it will get a good average score but we want to let it live 

only once per world.  

          The real world does not satisfy this requirement simply because one could be Einstein but 

to be eaten up by a bear before realising the Theory of Relativity, i.e. to make a fatal mistake 

before being trained. An example for a world without fatal mistakes will be if our device plays 

chess against someone else. After each game the next one begins. In this world AI can lose many 

games but this will not have any influence on the next.  

          After making the exam final our algorithm can start generating the programs one by one, to 

test each and to take out only those that have passed the exam. We will consider that our 

algorithm orders the programs according to their complexity (i.e. according to their length). That 

is to say, it will take out first the simplest (shortest) program from those that have passed the 

exam. Will this program be AI or AI will be generated later on? We have to point out that not all 

programs that will pass the exam will be AI. For example, if we write a program especially for 

the worlds on which we test it will pass the exam but it will notbe AI. We have the same problem 

with the students' exams. Many people who have learned all the tasks by heart will pass the exam 

but this people are not intellects but crammers.  
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          We will consider that the worlds included in the exam are enough numerous and varied (a 

bigger number of tasks does not make the exam harder for the examiner because most of the 

examinees will fail at the beginning).In this situation almost all programs that are not AI will be 

sifted out. As a result, the first (the simplest) which will be worked out will be AI and the other 

written only for the exam worlds will be more complex and will be worked out later on.  

         So, we already have an algorithm for discovering of AI! Does it mean that every decent 

programmer can write a program on it, to start it, to wait for a while and it will work out the 

desired AI? Yes, but the time needed would be quite a lot (let's say a hundred - thousand years). 

The reason is in the phenomenon called combinatory explosion. It is not of great difficulty to be 

written a program expected to stop after the end of the universe (for example, you can increment 

a ten bit counter until it overloads).  

          The written above means that the algorithm described is entirely useless but it is not so 

with the definition of AI. After learning what is AI we can try to build it directly and use the 

algorithm to make sure that this really is AI.  

          After the successful testing of our device in all test worlds we can put it in our (real) world. 

Of course, it will not be ready immediately for the Turing's test, because at the best case only a 

"bill and coo" will be heard behind the curtain. Our device will need first tutors and governess to 

teach it of good manners. The teachers should encourage it by giving one to its line victory and 

punish it by the line loss. Thus, our AI will work hard trying to get a maximum encouragement 

and a minimum punishment. Probably then the computers will not be programmed but educated 

and trained. And maybe one day, after having educated and trained them we will become useless.  

1.2 The formal definition 

1.2.1 The AI Definition and a Program Which Satisfies this Definition 

We will consider all policies of the agent and will prove that one of them is the best 

performing policy. While that policy is not computable, computable policies do exist in its 

proximity. We will define AI as a computable policy which is sufficiently proximal to the best 

performing policy. Before we can define the agent’s best performing policy, we need a language 

for description of the world. We will also use this language to develop a program which satisfies 

the AI definition. The program will first understand the world by describing it in the selected 

language. The program will then use the description in order to predict the future and select the 

best possible move. While this program is extremely inefficient and practically unusable, it can 

be improved by refining both the language for description of the world and the algorithm used to 

predict the future. This can yield a program which is both efficient and consistent with the AI 

definition. 

1.2.2 Introduction 

Once, I was talking to a colleague and he told me: ‘Although we may create AI someday, 

it will be a grossly inefficient program as we will need an infinitely fast computer to run it’. My 

answer was: ‘You just give me this inefficient program which is AI, and I will improve it so that it 

becomes a true AI which can run on a real-world computer’. 

Today, in this PhD thesis I will deliver the kind of program I asked my colleague to give 

me at that time. I will set out an inefficient program which satisfies the AI definition. I will go 

further and suggest some ideas and guidance on how this inefficient program can be improved to 

become a real program which runs in real time. My hope is that some readers of this PhD thesis 

will succeed to do this and deliver the AI we are looking for. 

How inefficient is the program described here? In theory, there are only two types of 

programs – ones which halt and ones which run forever. In practice however, some programs will 

halt somewhere in the future, but they are so inefficient that we can consider them as programs 
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which run forever. This is the case with the program described here — formally it halts, but its 

inefficiency makes it unusable (unless the computer is infinitely fast or the world is extremely 

simple). 

 

Tricks. In this PhD thesis, we will use mathematical tricks that engineers will not like. 

Mathematicians often prove the existence of non-constructive objects. These are well-defined 

objects that exist but cannot be indicated. In this PhD thesis we will define the “best policy” 

which is non-computable and therefore non-constructive. Algorithms are the description of 

computable policies, but this policy has no algorithm. For engineers, this policy is pointless 

because they only work with constructive objects. 

We will also introduce a computable policy that is close enough to the best one. It’s a 

constructive object, but it also won’t appeal to engineers because it will be calculated by a 

program that requires an infinitely fast computer. That is, from the engineer’s point of view, this 

program will not be computable, because we have a real computation when it happens in real 

time. That is, here we will define AI as a program whose efficiency is irrelevant, while in real life 

we are only interested in efficient programs that can be actually used. 

Another trick is that we will use infinite objects, which are beloved by mathematicians but 

disliked by engineers. Why do mathematicians prefer infinite objects, even though such objects 

do not occur in real life? Because things become a lot more interesting when we face infinity. For 

example, all finite functions are computable. If we need uncomputable functions, we must 

embrace infinity. While all finite functions can be described, the infinite functions are continuum 

many and only a countable part of them can be described. Infinity makes things more interesting 

as well as more simple. This is why we perceive the computer as a Turing machine (as an infinite 

function) although in reality a computer is a finite-state machine. Things become far more simple 

if we imagine that the computer has unlimited memory and computes infinite functions. 

Similarly, our understanding of AI will benefit a lot if we simply assume that its lifespan is 

unlimited. 

 

What is the definition of AI? We will define AI as a policy. An agent who follows this 

policy will cope sufficiently well. This is true for any world, provided however that there are not 

any fatal errors in that world. If a fatal error is possible in a given world, the agent may not 

perform well in that particular world, but his average performance over all possible worlds will 

still be sufficiently good. 

Which worlds we will consider as possible? The world’s policies are continuum many. If 

we do not have any clues as to what the world should be, then we cannot have a clue about what 

the expected success of the agent should look like. We will assume that the world can be 

described and such description is as simple as possible (this assumption is known as Occam’s 

razor). In other words, we will choose a language for description of worlds and will limit our 

efforts only to the worlds described by that language. The worlds whose description is simpler 

(shorter) will be preferred (will carry more weight). 

This PhD thesis will consider several languages for description of the world. The first 

language will describe deterministic worlds. This language will describe the world by means of a 

computable function, which will take the state of the world and the action of the agent as input 

and return the new state of the world and the next observation as output. If we know the initial 

state of the world and agent’s actions, this function will give us the life of the agent in that world. 

The second language will describe non-deterministic worlds – again by a computable 

function, but with one additional argument. This argument will be randomness. In this case, we 

will need to know one more thing in order to obtain the agent’s life in that world. We will need to 

know what that randomness has been. 
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We will define AI by these two languages and will make the assumption that these two 

definitions are identical. We will make even the assumption that the AI definition does not 

depend on our choice of language for description of worlds, and all languages produce the same 

definition of AI. 

On the basis of these two languages we will make two programs which satisfy the AI 

definition. These two programs will calculate approximately the same policy, but their efficiency 

would be dramatically different. Therefore, the choice of language for description of the world 

will not affect the AI definition, but will have a strong impact on the efficiency of the AI obtained 

through the chosen language. 

 

Contributions 

This PhD thesis improves the AI definition initially provided by Hernández-Orallo et al. 

in 1998 and then substantially improved by Marcus Hutter in 2000. More precisely, this PhD 

thesis introduces two improvements: 

1. An AI definition which does not depend on the length of life. Papers (Orallo 1998 

and Hutter 2000) do provide an AI definition, however, the assumption there is that the length of 

life is limited by a constant and this constant is a parameter of the definition. 

2. An AI definition which does not depend on the language for description of the 

world. The language in Hutter (2000) is fixed. Thus, paper Hutter (2000) implies that there is 

only one possible way to describe the world. 

1.2.3 Related work 

1.2.3.1 General Intelligence 

Let us first note that the meaning which we imply in artificial intelligence in this paper is 

artificial general intelligence. Other authors have discussed two types of AI which they describe 

as narrow and general (sometimes as weak and strong). I believe that a more appropriate pair of 

terms for the two types of AI is fake and genuine AI. 

Let us illustrate this statement using the example of diamonds. Both intelligence and 

diamonds are classified in two categories – natural and artificial. Artificial diamonds are further 

divided in two subcategories – genuine (consisting of carbon) and fake (made of glass). Today, 

when we say artificial diamonds we mean ones made of carbon. Now let us image that we are 

living in the 19th century when nobody was yet able to make artificial diamonds from carbon. 

What people in the 19th century meant by artificial diamonds were diamonds made of glass – 

shiny pieces that look like diamonds but in fact are not. Today we call these glass pieces fake 

diamonds. 

A genuine artificial diamond is every bit as good as a natural diamond. In terms of 

hardness and transparency these two diamonds are equal. However, they differ in price because 

an artificial diamond is much cheaper than a natural one although it may be superior in terms of 

size and purity. 

The same applies to artificial intelligence. Artificial general intelligence is by all measures 

as good as natural intelligence, and can even be better in terms of speed, memory and 

“smartness”. Certainly, the price of artificial intelligence will be much lower than that of natural 

intelligence. Today, in the 21st century, natural intelligence is even priceless because you cannot 

buy it. 

Regarding narrow artificial intelligence, it looks like intelligence, but it is not. When we 

come to have artificial general intelligence one day, narrow AI programs will be called fake 

artificial intelligence or intelligence-mimicking programs. 

Nowadays most papers dedicated to AI actually mean some narrow or fake AI. In this 

paper by AI we will mean general or genuine AI. 
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1.2.3.2 The Intuitive Definition 

Now let us proceed with an overview of the papers dedicated to the definition of artificial 

intelligence. This definition is very important and actually drills down to the most important 

question about AI. Nonetheless, these papers a very few because most researchers never bother 

themselves with the question “What is AI?” – there are just a few researchers who do. The reason 

is that our colleagues simply do not believe in AI. If you do not believe in ghosts you do not ask 

yourself “What is actually a ghost?”. Recently I attended a lecture given by one of the leading 

experts in the area of AI (Solar-Lezama, 2023). He said “No matter how smart AI is, there will 

always be some human who is smarter than it”. Evidently, this colleague of ours does not believe 

in AI and cannot imagine that one day AI will be smarter than any human. 

Although the papers dedicated to the AI definition are not so many, there are still some of 

them. Very good overviews of these papers can be seen in Wang 2019 and in the works of 

Hernández-Orallo (2012, 2014a, 2014b, 2014c, 2017). Here we will offer a shorter overview in 

which we will try to say things that have not been said in the mentioned overview papers. 

The first intuitive (informal) definition of AI was provided by Alan Turing and is known 

as the Turing Test (Turing, 1950). That definition is perfect in its simplicity. Nonetheless, there is 

a significant problem with it. What the Turing Test defines is trained intellect (i.e. intelligence 

plus education). We would like have a definition of untrained intellect (i.e. pure intelligence 

without education). The first definition of pure intelligence was provided by Pei Wang in 1995 

(Wang, 1995). It reads as follows: 

Intelligence is the capacity of an information-processing system to adapt to its 

environment while operating with insufficient knowledge and resources. 

Subsequently, Pei Wang’s definition was improved in 2000. That improvement was 

published in Dobrev (2000). Today, it is the first result listed by Google on the topic of AI 

Definition. The first result returned by Google in response to a query for Definition of Artificial 

Intelligence is the paper of Dobrev (2005a), which is an improved version of Dobrev (2000). 

Here is the improved version of Pei Wang’s definition: 

AI will be such a program which in an arbitrary world will cope not worse than a human. 

What is the gist of the improvement? First, what Pei Wang has defined is intelligence, 

while the improved version defines artificial intelligence. That improvement is not significant, 

because the real question is “What is intelligence?”. The fact that AI is a program is a direct 

corollary from Church thesis (Church, 1941) which says that any information system can be 

emulated by a computer program. 

Here is the significant aspect of the improvement of Pei Wang’s definition: While Wang 

wants the intelligence to be able to cope in a concrete world (in its environment), according to the 

improved version the intelligence must be able to cope in an arbitrary world. What makes this 

improvement significant? In the end of the day, for us it is important that AI is able to cope well 

in its own environment, because this is the important environment we are interested in. However, 

AI should not be dependent on the environment because we wish to be able to deploy it in 

various environments (worlds) such that each deployment is successful regardless of the 

environment. Although we can perfectly say that the real world is what matters to us, this world 

is not unique. The place and time of birth make a big difference. If either of these parameters 

were to change, we would find ourselves in a very different world. Obviously, Pei Wang was 

clearly mindful that there is not just one world, which is why he added to his definition the phrase 

while operating with insufficient knowledge and resources. I.e. Pei Wang wants AI to be able to 

cope in difficult circumstances as well, implying that if it succeeds when it is difficult it will also 

succeed when it is easy. Of course, things are difficult for those who are uneducated and poor. It 

would be much easier when one is equipped with knowledge and resources. 
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Another improvement of Pei Wang’s definition relates to the fact that his definition does 

not say how well AI should cope. Wang implies that AI will either cope or fail, but we know that 

some cope better than others. That is, how well AI can cope, and therefore its level of 

intelligence, is important. The improved version of the definition says that AI should cope not 

worse than a human. Although benchmarking to a human makes the definition informal, it is still 

important because we should identify the level of intelligence which is sufficient for us to accept 

that a given program covers the necessary level of intelligence to be recognized as AI. 

1.2.3.3 One Discussion 

A very serious discussion around Pei Wang’s definition has been made in Journal of 

Artificial General Intelligence, Volume 11 (2020): Issue 2 (February 2020), Special Issue “On 

Defining Artificial Intelligence” – Commentaries and Author’s Response. 

Shane Legg noted in the discussion that it is not mandatory to have a definition of AI 

(Legg, 2020). He asserts that economists do not have an exact definition of what is economy, but 

that does not prevent them from developing their science. We cannot agree with this assertion. 

Economists deal with something which exists, while we are trying to create something which 

does not exists yet. Therefore, we are required to find the answer to the question “What is AI” 

because otherwise we would never know whether we have found the thing we are looking for. 

Richard Sutton in (Sutton, 2020) draws our attention to John McCarthy’s definition: 

Intelligence is the computational part of the ability to achieve goals in the world. 

It is legitimate to say that McCarthy’s definition repeats Wang’s definition, but expresses 

it in other words. We can accept that “adapt to its environment” is synonymous to “achieve goals 

in the world.” In any case we must be able to say when a given program copes better than another 

program. Whether we would prefer to call this coping adaptation or achievement of goals is not 

important. 

Nevertheless, there is something in Sutton’s reasoning which we definitely cannot agree 

with. Sutton puts an equality sign between the skill to solve a concrete problem and the skill to 

solve any problem. In his examples, thermostat and chess-playing program are such concrete 

problems. Programs which solve concrete problems are not intelligent. Intelligence is the ability 

to solve any problem. We spot the same issue also in John Laird (Laird, 2020). He asserts that 

Chinook, Deep Blue, and Watson are intelligent programs, but they are not intelligent because 

each of them solves a concrete problem rather than any problem. 

Roger Schank says that computers cannot be intelligent (Schank, 2020). We fully agree 

with him. AI is a program. Even the most powerful and fastest computer will look stupid if we let 

it run a stupid program. Sutton also says that “AI is now just about counting.” Indeed, in our area 

today there is some hype about hyper-powerful computations, however, these computations 

already look smart and need just a little bit to become truly intelligent. 

François Chollet says that the definition should measure the “degree of intelligence” 

(Chollet, 2020). We agree with this. As we said above, there should be different levels of 

intelligence. 

Joscha Bach notes that in Wang’s definition AI depends on the environment in which it is 

placed (Bach, 2020). Indeed, we also noted that AI should be able to cope in any environment. 

Tomáš Mikolov and Roman Yampolskiy observe that we perceive AI as a separate being 

rather than something created by man which must serve man (Mikolov, 2020) and (Yampolskiy, 

2020). On one side, we would agree with them, but on the other side we would say that not 

everything should be considered as be being a product created by man. We have heard 

environmental activists say that “We are eradicating many animal species, but the body of some 

of these animals may contain a priceless medicine which can cure many people from their 

diseases”. To these environmental activists we will say that all living creatures have the right to 
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live for their own sake and that they do not exist in order to satisfy some needs of ours. The same 

applies to AI. This is a notion which exists independently from man. Whether AI will be useful to 

us and whether it will work for us or we will work for it is a matter which depends on how we 

construct AI and manage to keep it under our control. 

Alan Winfield draws our attention to the existence of various types of intelligence 

(Winfield, 2020). This is correct. When looking at humans, we have all observed that various 

people cope well with some tasks, and struggle with others. For example, there are very good 

mathematicians who are quite inapt in their social interactions. Winfield refers to social 

intelligence. Very important for this intelligence is that the model of the world includes more 

agents. I.e., the transition from a single-agent to a multi-agent model of the world is essential for 

social intelligence. In the present paper we will address this notion and will consider a language 

for description of worlds in which there are multiple agents. Peter Stone also says that there are 

different types of intelligence (Stone, 2020). He even goes further to insist that there should be 

different definitions for the different types of intelligence. Here we cannot agree with him. For 

example, there are various types of motor vehicles. Although there are dozens of types of trucks, 

racing cars, etc., this has not been an obstacle for having a common definition of a motor vehicle. 

John Fox suggests that we should narrow down the set of possible worlds and focus on 

the area of medicine (Fox, 2020). On the upside he is right in saying that medicine is a fairly 

complicated area and if we manage to create a program that copes in this area it will probably 

cope in any area. On the downside, the area of medicine is so complex that focusing on it would 

increase, rather than decrease, the difficulty of the problem. 

Raúl Rojas tells us that the AI definition is like the horizon and the closer we get to it the 

more distant it becomes (Rojas, 2020). In the past we used to admire many things as AI, but now 

we do not think so because these problems are already solved by a computer, and indeed a 

computer does that better than man. In fact, this is the case with the definition of narrow AI. As 

regards the definition of Artificial General Intelligence, it is fixed and does not run afar from us. 

Raúl Rojas tells us that natural and artificial intelligence will never converge. We fully agree with 

him. Artificial intelligence will catch up with natural intelligence in the few areas where AI is 

still lagging behind. The result will be a form of intelligence which overshadows natural 

intelligence across all areas. I.e. rather than convergence we will see strong divergence. 

Gianluca Baldassarre and Giovanni Granato suggest that we copy the human brain 

(Baldassarre, 2020). Indeed, bionics is a central method in engineering disciplines, however, it 

should not be overestimated. For example, aerospace engineers study birds, but their airplanes do 

not look like birds and fly much faster and higher than birds. They may well use some common 

principles, but we have not seen a modern aircraft which flaps its wings. 

Aaron Sloman raises several interesting philosophical questions (Sloman, 2020). For 

example, he asks about feelings: Will AI have feelings? Indeed, human intelligence is based on 

feelings. Furthermore, people derive their motivations from feelings. Humans do not have a clear 

definition of the objective of their existence. We may assume that the objective of humans is 

survival and reproduction, but it is not embedded in natural intelligence and people do not 

recognize that this is what they are here for. Instead of an embedded objective, humans have 

instincts that lead to feelings and these feelings drive them to desires which are conducive to 

survival and reproduction. For example, the fear of heights is an instinct that leads to a form of 

fear which is conducive to survival. Sexual desire and love come in the same vein. 

In the process of constructing AI, is it a good idea to use feelings in order to define the AI 

objectives? When AI plays chess, it strives to achieve victory. We can say that achieving victory 

is a pleasure for AI. Should we also add fear, envy, love and other feelings? For the sake of truth, 

living with an overly emotional person is difficult. Maybe it makes sense during the construction 

process to avoid making AI overly emotional. 
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Peter Lindes draws our attention to the fact that the term AI is used in two meanings 

(Lindes, 2020). The first meaning is AI as a being and the second one is AI as a science. Here we 

mean only the first meaning of this term. 

Peter Lindes raises another interesting question by adding another hurdle to AI. We want 

AI to cope well even with insufficient knowledge and resources, but Linden adds more 

limitations in terms of memory capacity and computing power. It appears that, on top of 

everything, we want AI to be stupid as well – which seems exaggerated. Actually, memory 

capacity and computing power limitations do not mean that AI must be stupid. AI is a program 

and that program can be executed on various computer configurations. It may be executed on 

computer which has a larger memory and runs faster. A smarter program however would run 

even on a more basic computer. Therefore, the addition of these limitations makes perfect sense. 

Istvan Berkeley draws our attention to the fact that nowadays the phrase Artificial 

Intelligence is used for marketing purposes and every merchant assures us that his merchandise 

comes with embedded AI (Berkeley, 2020). According to Berkeley, there are many programs 

which are AI, but do not satisfy Wang’s definition. Actually these programs are not AI at all and 

should not be branded as AI, even though merchants willingly brand them as such. 

Marek Rosa notes that we cannot let AI live in an arbitrary world because that world 

would be excessively complicated and AI would not be able to cope in it (Rosa, 2020). The 

problems to be solved by AI should come in appropriate sequence starting with the most simple 

ones. Difficult problems should only come when the simple problems have been solved. People 

live in a world with teachers who put to them problems in the right sequence. Furthermore, the 

teacher helps by showing how problems can be solved. Wang’s definition says nothing about the 

teacher, but it is assumed that a teacher is an additional amenity and AI should be ready to make 

use of this amenity when it is available. 

Matthew Crosby and Henry Shevlin remind us that we do not live alone but in society 

(Crosby, 2020). They note that a genial composer will starve to death if there are no other agents 

to feed him. Indeed, when we explore an arbitrary world, we assume that it is a multi-agent world 

(in the general case). In this paper we present a language which describes multi-agent worlds 

where the main ability of AI is to communicate and deal with all other agents. 

Kristinn Thórisson asserts that the basis of intelligence is the ability to conceive invisible 

things or figuring things out (Thorisson, 2020). In the present paper we build on the same idea. 

We are trying to find a language for description of the world. What that language will describe is 

the hidden state of the world. Thus, describing the hidden state of the world means that we should 

be able to conceive or imagine the world. 

William Rapaport asks whether intelligence is computable (Rapaport, 2020). Actually this 

question draws the borderline between AI believers and disbelievers. We belong to the cohort of 

believers, hence we maintain that intelligence is computable. 

These were our brief remarks to the authors who contributed to the discussion. We wish 

to commend the organizers of the discussion for bringing together a lot of prominent scholars in 

that area who have provided many meaningful and interesting insights on what the AI definition 

should be. 

Detailed answers to the questions raised in the discussion are provided in Wang (2020). 

1.2.3.4 Natural Intelligence 

When we talk about natural intelligence we mean human intelligence. Certainly, animals 

also possess intelligence and in certain parameters they even surpass human intelligence. The 

long-term memory of elephants is better than that of humans. Experiments have shown that the 

short-term visual memory of monkeys is much better than that of humans. 
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Human intelligence is distinguished by reasoning. There two types of reasoning: logical, 

which is multi-step reasoning, and recognition – associative reasoning, which is single-step. 

When it comes to recognition, computers have already surpassed humans. Owing to neuronal 

networks computers already recognize faces and voices much better than us, humans. Logical 

reasoning is the last area in which we, humans, are still ahead of computers. 

 

Are animals capable of logical (multi-step) reasoning? Indeed, my grandfather, who was a 

biologist, conducted already in his time an experiment in which he taught hens to count (Dobrev, 

1993). This means that animals are capable of logical (multi-step) reasoning and this has been 

known since long ago. 

 

1.2.3.5 Logical Reasoning 

What does it take for computers to become capable of multi-step (logical) reasoning? 

There must be a hidden state, i.e. there is a need for transition from full observability to partial 

observability. In multi-step reasoning, what changes at each step is the internal state of the world. 

Could we change the observation instead of the internal state? Basically yes, but with full 

observability we see too much and will need to separate some part of the observation and keep 

changing it in the logical reasoning process. It would be more natural to present the separated part 

of the observation as a hidden state of the world. 

 

Logical reasoning requires “understanding”. We must be able to understand “what is 

going on”. This means that we must describe the hidden state of the world. For this purpose, we 

need some language for description of worlds. We can picture the hidden states of the world as 

elements of some countable set, as natural numbers or as words over some alphabet. The meaning 

of these words would give us the language for description of worlds. 

 

Today the performance of chatbots such as ChatGPT (OpenAI, 2022) is amazing. 

Nevertheless, when we talk to them we get the feeling that they lack understanding. We are left 

with the unpleasant impression that we are talking to a parrot. Certainly, a chat with ChatGPT is 

incomparably more elaborate than talking to a parrot, but there is still room for improvement. 

 

Moreover, in these chabots there is a degree of deception. For example, as per Yahav 

(2023), ChatGPT consists of two parts – a neural network and algorithms written by 

programmers. A neuronal network is incapable of multi-step reasoning, but ChatGPT misleads us 

to believe that it does multi-step reasoning owing to the added algorithms written by 

programmers. For example, the addition of two numbers takes multi-step reasoning and that 

operation is executed by the added algorithms. Why is this a deception? Because ChatGPT 

should be using only neural networks, or, if it does use additional programs, it should be able to 

create these programs itself rather than rely on the help of programmers. The issue here is not that 

the chatbot resorts to programmers. The issue is that each problem requires a separate patch and 

that it is not possible to write all patches that cover all problems. 

 

A humanoid robot by the name Sophia was presented in 2015 (Retto, 2017). That robot 

also involved some deception. On one side, Sophia was misleading by its outer appearance, and 

on other side it had a remote control function. Although Sophia willingly talked to journalists, it 

was not clear at which moment it talked from its embedded AI and at which moment it relied on a 

human operator. 
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All AI definitions known to us consider AI as device with a memory (i.e. with an internal 

state), while the known implementations are based on neuronal networks and assume that AI does 

not need any memory (full observability). In other words, there is incoherence between 

definitions and implementations. 

 

With regard to the internal state of AI we should note that what matters is the internal 

state of the world, while the internal state of AI only reflects the state of the world. Thus, the 

internal state of AI is actually AI’s “perception” of the internal state of the world. Each change of 

the internal state of AI must be induced by the world. For example, if our AI “gets angry”, that 

would be a change of its internal state, however, that change should be induced by the world. Our 

AI should not get angry without a reason. We wish to create AI which does not change its 

internal state frivolously, but only in response to information received from the world. More 

precisely, a new piece of information may not necessarily come directly from the world, but with 

a delay after a period of reflection. 

 

1.2.3.6 The Formal Definition 

The first formal definitions of AI were published in Hernández-Orallo (1998) and Hutter 

(2000). The definition in Orallo (1998) has many imperfections which were noted in Dobrev 

(2019b). Given these imperfections, we can assume that the first formal AI definition was 

provided by Marcus Hutter. 

 

We only have one minor remark to Marcus Hutter’s definition. Hutter defines AI as the 

best policy (he called it AIXI or AIξ). This is not good at least because AIξ is an uncomputable 

policy. It would be more appropriate to say that AI is a computable policy which is “near” the 

best one. We may even have to include an efficiency requirement because a program which is 

excessively inefficient is actually futile. 

 

Hutter did propose a computable policy (AIXItl) in Hutter (2007). This is a concrete 

algorithm which cannot be a definition of AI, either. Even if the AIXItl algorithm were 

recognized as AI, it would not be the only algorithm which satisfies the AI definition. Any other 

algorithm which calculates the same policy would be AI as well, especially if it works more 

efficiently (faster) than AIXItl. Moreover, the policy of AI need not necessarily be exactly the 

same as the policy of AIXItl. It is enough for the policy to be sufficiently good. 

 

While this minor remark applies to Marcus Hutter’s definition, it does not apply to 

Dobrev (2005b and 2019b) because in those papers AI is defined as an arbitrary program the IQ 

of which exceeds a specified level. 

 

The present paper contributes to the AI definition by introducing two improvements 

which apply to all formal AI definitions known to us to date. 

 

1.2.3.7 The First Improvement 

The first improvement relates to the length of life. Hernández-Orallo (1998) and Hutter 

(2000) assume that the length of life is limited. The same assumption was made in Dobrev 

(2005b and 2019b). However, many considerations suggest that it is desirable to avoid this 

assumption. Indeed, the lifespan of natural intelligence is limited, but this has nothing to do with 

intelligence itself. The lifespan of AI also may be limited, because eventually we will decide to 

shut it down. However, AI does not know when we are going to do this and should function 
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steadily until the very last moment without bothering about the time at which shutdown will 

occur. Even if we assume that the length of life is limited by some constant m, this constant 

would be so big that we should better equate it to infinity. 

 

If we assume that the length of life is limited, then AI would be a finite function. Why is it 

important to make a transition from finite to infinite functions? Because, as we already said, 

things become a lot more interesting when we face infinity.  

 

Obviously, Hernández-Orallo and Marcus Hutter share our wish to avoid limiting the 

length of life, because both Hutter (2006) and Hernández-Orallo (2011) offer an improved 

version of the definition in which the upper bound is removed. This has been achieved by 

introducing a discount factor γ. 

 

The discount factor γ determines the notion of greed. This notion tells us whether our AI 

will aim for a quick win or would rather pursue success over a longer time frame. When γ tends 

to 0 greed goes up and when γ tends to 1 greed goes down. 

 

It can be said that when a discount factor is used, the entire life is used for the calculation 

of successfulness, but this is not quite true. In practice, there comes a certain moment after which 

the impact of life on the success score becomes negligibly low. 

 

This is illustrated by the following formula: 

 

𝜀 > 0 𝛾 𝑚 ( | 1 −  
𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿𝑚)

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿)
 | <  𝜀 ) 

 

For each  > 0 and for each discount factor γ there exists some moment m(γ) such that the 

part of life until moment m(γ) determines main part of success, namely (1-), while the remaining 

part of success () is determined by the infinite part of life which remains after moment m(γ). 

 

In this paper we have chosen another approach which uses, in a very substantial manner, 

the entire length of life. The best performing policy in our approach uses the limit to which the 

average score tends, and always selects an action which has the maximal limit. Thus, the best 

performing policy never makes fatal errors. 

 

Note: The fact that we have selected a policy which does not make fatal errors does not 

mean that if we follow that policy we will walk the path which has the best possible average 

success. It means something else. Such a path will be available after each step, however, it is far 

from certain that in the end of the day we would have followed exactly that path. As an example I 

will provide a program which plays chess. My students and I wrote this program as a practical 

exercise. It calculated the next three moves and in this way it selected the best action. When the 

program sighted victory, it selected this action regardless of whether the victory would come after 

one, two or three moves. So the behaviour of our program became weird. Whenever the program 

saw a way to victory, rather than mating the opponent outright it kept playing cat and mouse with 

it. The program was always three moves away from victory, but it did not hurry to finish off the 

game. That weird effect disappeared as soon as we added some greed and made a victory that 

comes in one move more valuable than a victory that comes in two moves. 
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So, if we have two actions, and none of them leads to a fatal error, which one should be 

preferred as the best performing policy? In this paper we have decided that the choice will be 

based on maximum greed (say, based on an infinitely small discount factor γ). Another approach 

would be to use a fixed greed value (0 < γ < 1). We are not fond of this approach, either, because 

even when γ is very close to 1, our AI would still be too greedy since it will remain too focused 

on how quickly success comes by. 

 

Another deficiency of the greed-based approach is that AI will tend to needlessly prolong 

the actions whenever it expects to receive a negative reward. We humans often choose this 

approach – when we anticipate something bad to happen, we aim to push it away in time as much 

as we can. Nonetheless, in some cases we prefer not to procrastinate things. For example, when 

we realize that we are going to lose a chess game we would surrender rather than keep playing to 

the end. 

 

Here is an idea how to define AI which is not greedy and at the same time does not beat 

around the bush. Let us say that if two paths lead to one and the same state, we will prefer the 

path that yields more success (it is important that we compare actual rather than average success 

because the length of the two paths may be different). If the two paths yield the same success, we 

will prefer the shorter path. 

 

Thus, when AI realizes it is going to lose a chess game, it will surrender because there 

will be two possible paths that lead to the same state and the same success. In this case the 

success will be “a single loss”. 

 

1.2.3.8 Additional Parameters 

Greed is one of the additional parameters of AI. We have other additional parameters such 

as courage and curiosity. These parameters do not determine straightforwardly whether the 

success will increase or decrease. There are worlds in which being more greedy is better, while in 

other worlds greed is a disadvantage. 

 

In humans, the values of these parameters are not the same across the board. There are 

situations in which courageous people survive as well as situations in which the more cautious 

ones win. If all people were the same, they would be at a risk of extinction because in a given 

situation they would all behave in the same way. Owing to the fact that people are different, they 

act in a different way and this is how part of the population always survives. 

 

There are also basic parameters, such as memory and intelligence, which 

straightforwardly increase the successfulness of AI in an arbitrary world. We might design a 

special world which penalizes those who remember more or are more intelligent, but in most 

worlds memory and intelligence make a positive difference. 

 

This is the reason why it would be better to take out the additional parameters from the 

definition. This would give us the freedom to choose the kind of AI we want to have – more 

courageous or more cautious. As regards the basic parameters, we will assume that their values 

are maximal and are only limited by the memory and the speed of the computer on which we will 

launch our AI. 
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1.2.3.9 The Second Improvement 

The first improvement of the definition is not very significant. Far more important is the 

second improvement, namely that one of the most important parameters of the AI definition is the 

language for description of the world. 

 

Admittedly, Marcus Hutter noted in (Hutter, 2007) that the universal Turing machine is a 

parameter of the definition: 

It (slightly) depends on the choice of the universal Turing machine. 

 

Hutter however suggests that the world is described by a computable function and puts an 

equality sign between programming languages and languages for description of worlds. In fact, 

the possible descriptions of the world are diverse and are not limited just to a description of a 

computable function. 

 

In this paper we will consider various descriptions of worlds. First, we will look at the 

most standard presentation of the world as a deterministic computable function. Subsequently we 

will add randomness, then we will add some agents and eventually will end up with most diverse 

languages for description of worlds. 

 

1.2.3.10 An Alternative Opinion 

In a recent open letter Elon Musk (Musk, 2023) urged us to slow down and suspend AI 

research for six months. Perhaps not all research but in any case stop those experiments that may 

lead to a technogenic disaster. Basically Musk is right, but once the ghost is let out of the flask it 

is very hard to squeeze it back in. I agree that we should be very cautious with experiments, 

especially when we do not quite know what exactly their results would be. Most importantly, 

however, we should first ask ourselves what is actually AI and how are we going to live with it 

from now on. 

1.2.3.11 What Is Happening Right Now? 

We are on the verge of the emergence of Artificial General Intelligence (AGI). That 

discovery will transform our life and will make it very easy as well as totally meaningless. Our 

life will change a lot and we are not at all sure whether it will be a good change. (We will not 

provide a definition of what is good!) 

Right now mankind is experiencing a spike of machine intelligence and people really got 

scared. The word is about the recent emergence of ChatGPT. Although this computer program is 

amazingly intelligent, it is not AI yet. Nevertheless, ChatGPT is just one very small step away 

from becoming artificial general intelligence. That missing step is the description of the hidden 

state. The present paper will describe exactly that very final step. 

You might ask the following question: “If this is the final step remaining on the journey to 

AGI, why do you rush to make it? Why don’t you wait a little?” 

The truth is that the emergence of AGI is inevitable. If we stop here and do not take part 

in its creation, our colleagues will not stop and will create it. 

Some say that if the emergence of AI is inevitable then nothing can be done. In fact, there 

is something of great importance that will be done. We will be the generation which will select 

the rules for AI and will thereby shape the life of people for many years ahead or perhaps forever. 

Once it is created, AGI will operate to the rules set by its creators. Importantly, these rules 

will be unchangeable because there will be a single AGI who will govern us and will not let us 

create another AGI. 
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1.2.4 Terms of the problem 

Let the agent have n possible actions and m possible observations. Let  and  be the sets 

of actions and respectively observations. In the observations set there will be two special 

observations. These will be the observations good and bad, and they will provide rewards 1  

and -1. All other observations in  will provide reward 0. 

We will add another special observation – finish. The agent will never see that 

observation ( finish ), but we will need it when we come to define the model of the world. The 

model will predict finish when it breaks down and becomes unable to predict anything more. For 

us the finish observation will not be the end of life, but rather a leap in the unknown. We expect 

our AI to avoid such leaps in the unknown and for this reason the reward given by the finish 

observation will be -1. 

Definition 1: The tree of all possibilities is an infinite tree. All vertices which sit at an 

even-number depth level and are not leafs will be referred to as action vertices and those at odd-

number depth levels will be observation vertices. From each action vertex there will depart n 

arrows which correspond to the n possible actions of the agent. From each observation vertex 

there will depart m+1 arrows which correspond to the m possible observations of the agent and 

the observation finish. The arrow which corresponds to finish will lead to a leaf. All other arrows 

lead to vertices which are not leafs. 

Definition 2: In our terms the world will be a 3-tuple <S, s0, f>, where: 

1. S is a finite or countable set of internal states of the world; 

2. s0  S is the initial state of the world; and 

3. f: S  S is a function which takes a state and an action as input and returns an 

observation and a new state of the world. 

The f function cannot return observation finish (it is predicted only when f is not defined 

and there is not any next state of the world). What kind of function is f – computable, 

deterministic or total? The answer to each of these three questions can be Yes, but it can also be 

No. 

Definition 3: A deterministic policy of the agent is a function which assigns a certain 

action to each action vertex. 

Definition 4: A non-deterministic policy of the agent is a function which assigns one or 

more possible actions to each action vertex. 

When the policy assigns all possible actions at a certain vertex (moment) we will say that 

at that moment the policy does not know what to do. We will not make a distinction between an 

agent and the policy of that agent. A union of two policies will be the policy which we get when 

choose one of these two policies and execute it without changing that policy. Allowing a change 

of the chosen policy will lead to something else. 

Definition 5: Life in our terms will be a path in the tree of all possibilities which starts 

from the root. 

Each life can be presented by a sequence of actions and observations: 

a1, o1, … , at, ot, … 

We will not make a distinction between a finite life and a vertex in the tree of all 

possibilities because there is a one-to-one correspondence between these two things. 

Definition 6: The length of life will be t (the number of observations). Therefore, the 

length of life will be equal to the length of the path divided by two. 

Definition 7: A completed life is one which cannot be extended. In other words, it will be 

an infinite life or a life ending with the observation finish. 

When we let an agent in a certain world, the result will be a completed life. If the agent is 

non-deterministic then the result will not be unique. The same applies when the world is non-

deterministic. 
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1.2.5 The grade 

Our aim is to define the agent’s best performing policy. For this purpose we need to 

assign some grade to each life. This grading will give us a linear order by which we will be able 

to determine the better life in any pair of lives. 

Let us first determine how to measure the success of each life L. For a finite life, we will 

count the number of times we have had the observation good, and will designate this number with 

Lgood(L). Similar designations will be assigned to the observations bad and finish. Thus, the 

success of a finite life will be: 

 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿) =
𝐿𝑔𝑜𝑜𝑑(𝐿) − 𝐿𝑏𝑎𝑑(𝐿) − 𝐿𝑓𝑖𝑛𝑖𝑠ℎ(𝐿)

|𝐿|
 

 

Let us put Li for the beginning of life L with a length of i. The Success(L) for infinite life 

L will be defined as the limit of Success(Li) when i tends to infinity. If this sequence is not 

convergent, we will take the arithmetic mean between the limit inferior and limit superior. 

 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿) =
1

2
. (lim inf 

𝑖→∞
(𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿𝑖)) + lim sup 

𝑖→∞
(𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝐿𝑖))) 

 

By doing this we have related each life to a number which belongs to the interval [-1, 1] 

and represents the success of this life. Why not use the success of life for the grade we are trying 

to find? This is not a good idea because if a world is free from fatal errors then the best 

performing policy will not bother about the kind of moves it makes. There would be one and only 

one maximum success and that success would always be achievable regardless of the number of 

errors made in the beginning. If there are two options which yield the same success in some 

indefinite time, we would like the best performing policy to choose the option that will yield 

success faster than the other one. Accordingly, we will define the grade of a completed life as 

follows: 

Definition 8: The grade of infinite life L will be a sequence which starts with the success 

of that life and continues with the rewards obtained at step i: 

Success(L), reward(o1), reward(o2), reward(o3), … 

 

Definition 9: The grade of finite and completed life L will be the same sequence, but in 

this sequence for i>t the members reward(oi) will be replaced with Success(L): 

Success(L), reward(o1), … , reward(ot), Success(L), Success(L), … 

 

(In other words, the observations that come after the end of that finite life will receive 

some expectation for a reward and that expectation will be equal to the success of that finite life.) 

In order to compare two grades, we will take the first difference. This means that the first 

objective of the best performing policy will be the success of entire life, but its second objective 

will be to achieve a better reward as quickly as possible. 

1.2.6 The expected grade 

Definition 10: For each deterministic policy P we will determine grade(P): the grade we 

expect for the life if policy P is executed. 

We will determine the expected grade at each vertex v assuming that we have somehow 

reached v and will from that moment on execute policy P. The expected grade of P will be the 

one which we have related to the root. 
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We will provide a rough description of how we relate vertices to expected grades. Then 

we will provide a detailed description of the special case in which we look for the best grade, i.e. 

the expected grade of the best performing policy. 

 

Rough description: 

1. Let v be an action vertex. 

Then the grade of v will be the grade of its direct successor which corresponds to action P(v). 

 

2. Let v be an observation vertex. 

2.1. Let there be one possible world which is a model of v. 

If we execute P in this world we will get one possible life. Then the grade of v will be the 

grade of that life. 

2.2. Let there be many possible worlds.  

Then each world will give us one possible life and the grade v will be the mean value of 

the grades of the possible lives. 

 

The next section provides a detailed description of the best performing policy. The main 

difference is that when v is an action vertex, the best performing policy always chooses the 

highest expected grade among the expected grades of all direct successors. 

1.2.7 The best performing policy 

As mentioned above, we should have some clue about what the world looks like before 

can have some expectation about the success of the agent. We will assume that the world can be 

described by some language for description of worlds. 

Let us take the standard language for description of worlds. In this language the world is 

described by a computable function (this is the case in Hutter, 2000). We will describe the 

computable function f by using a Turing machine. We will describe the initial state of the world 

as a finite word over the machine alphabet. What we get is a computable and deterministic world 

which in the general case is not a total one. 

 

Definition 11: A world of complexity k will be a world in which: 

1. The f function is described by a Turing machine with k states. 

2. The alphabet of that machine contains k+1 symbols (λ0, …, λk). 

3. The initial state of the world is a word made of not more than k letters. The alphabet is  

{λ1, …, λk}, i.e. the alphabet of the machine without the blank symbol λ0. 

 

Here we use the same k for three different things as we do not need to have different 

constants. 

We will identify the best performing policy for the worlds of complexity k (importantly, 

these worlds are finitely many). For this purpose we will assign to each observation vertex its 

best grade (or the expected grade if the best performing policy is executed from that vertex 

onwards). 

Let us have life a1, o1, … , at, ot, at+1. 

Let this life run through the vertices v0, w1, v1, … , wt, vt, wt+1, 

where v0 is the root, vi are the action vertices and wi are the observation vertices. 

Now we have to find out how many models of complexity k are there for vertex vt. 

Definition 12: A deterministic world is a model of vt when in that world the agent would 

arrive at vt if he executes the corresponding actions (a1, … , at). The models of each action vertex 

are identical with the models of its direct successors. 
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Definition 13: The best performing policy for the worlds of complexity k will be the one 

which always chooses the best grade (among the best grades of the direct successors). 

Definition 14: The best grade of vertex wt+1 (for worlds of complexity k) is determined as 

follows: 

Case 1. Vertices vt and wt+1 do not have any model of complexity k. 

In this case the best grade for wt+1 will be undef. At this vertex the policy will not know 

what to do (across the entire subtree of vt) because the best grade for all successor vertices will be 

undef. 

If we do not want to introduce an undef grade, we can use the lowest possible grade – the 

sequence of countably many -1s. The maximal grade will be chosen among the vertices which are 

different from undef. Replacing undef with the lowest possible grade will give us the same result. 

Case 2. Vertices vt and wt+1 have one model of complexity k. 

Let this model be D. In this case there are continuum many paths through wt+1 such that D 

is model of all those paths. From these paths (completed lives) we will select the set of the best 

paths. The grade we are looking for is the grade of these best paths. Each of these paths is related 

to a deterministic policy of the agent. We will call them the best performing policies which pass 

through vertex wt+1. 

This is the procedure by which we will construct the set of best deterministic policies: Let 

P0 be the set of all policies which lead to wt+1. We take the success of each of these policies in the 

world D. We create the subset P1 of the policies which achieve the maximum success. Then we 

reduce P1 by selecting only the policies which achieve the maximum for reward(ot+2) and obtain 

subset P2. Then we repeat the procedure for each i>2. In this way we obtain the set of the best 

deterministic policies P. (The best ones of those which pass through vertex wt+1 as well as the 

best ones for the paths which pass through vertex wt+1. As regards the other paths, it does not 

matter how the policy behaves there.) 

𝑃 = ⋂ 𝑃𝑖

∞

𝑖=0

 

 

We can think of P as one non-deterministic policy. Let us take some pP. This will give 

us the best grade: 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝑝), 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑡+1), 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑝,𝑡+2), 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑝,𝑡+3) , … 

 

Here we drop out the members reward(oi) at it because they are uniquely defined by vt. 

The next member depends on wt+1 and D, but does not depend on p. The remaining members 

depend on p. 

Another way to express the above formula is: 

 

max
𝑝𝑃0

𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝑝) , 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑡+1), max
𝑝𝑃1

𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑝,𝑡+2) , max
𝑝𝑃2

𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑝,𝑡+3) , … 

 

Case 3. Vertices vt and wt+1 have a finite number of models of complexity k. 

Let the set of these models be M. Again, there are continuum many paths through wt+1 

such that each of these paths has a model in M. These paths again form a tree, but while in case 2 

the branches occurred only due to a different policy of the agent, in this case some branches may 

occur due to a different model of the world. Again, we have continuum many deterministic 

policies, but now they will correspond to subtrees (not to paths) because there can be branches 

because of the model. Again we will try to find the set of best performing deterministic policies 

and the target grade will be mean grade of those policies (the mean grade in M). 



29 

 

 

We will again construct the set of policies Pi. Here P1 will be the set of policies for which 

the mean success reaches its maximum. Accordingly, P2 will be the set of policies for which the 

mean reward(ot+2) reaches its maximum and so on. This is how the resultant grade will look like: 

 

max
𝑝𝑃0

∑ 𝑞𝑚

𝑚𝑀

. 𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝑚, 𝑝), ∑ 𝑞𝑚

𝑚𝑀

. 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑚,𝑡+1), max
𝑝𝑃1

∑ 𝑞𝑚

𝑚𝑀

. 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑚,𝑝,𝑡+2), … 

 

If we take some pP, the resultant grade will look like this: 

 

∑ 𝑞𝑚

𝑚𝑀

. 𝑆𝑢𝑐𝑐𝑒𝑠𝑠(𝑚, 𝑝), ∑ 𝑞𝑚

𝑚𝑀

. 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑚,𝑡+1), ∑ 𝑞𝑚

𝑚𝑀

. 𝑟𝑒𝑤𝑎𝑟𝑑(𝑜𝑚,𝑝,𝑡+2), … 

 

Here qi are the weights of the worlds which have been normalized in order to become 

probabilities. In this case we assume that the worlds have equal weights, i.e.: 

 

𝑞𝑖 =
1

|𝑀|
 

∎ 

What we have described so far looks like an algorithm, however, rather than an algorithm, 

it is a definition because it contains uncomputable steps. The so described policy is well defined, 

even though it is uncomputable. Now, from the best grade for complexity k, how can we obtain 

the best grade for any complexity? 

Definition 15: The best grade at vertex v will be the limit of the best grades at vertex v for 

the worlds of complexity k when k tends to infinity. 

How shall we define the limit of a sequence of grades? The number at position i will be 

the limit of the numbers at position i. When the sequence is divergent, we will take the arithmetic 

mean between the limit inferior and limit superior. 

Definition 16: The best performing policy will be the one which always chooses an 

action which leads to the highest grade among the best grades of the direct successors. 

What makes the best performing policy better than the best performing policy for worlds 

of complexity k? The first policy knows what to do at every vertex, while the latter does not have 

a clue at the majority of vertices because they do not have any model of complexity k. The first 

policy can offer a better solution than the latter policy even for the vertices at which the latter 

policy knows what to do because the first policy also considers models of complexity higher than 

k. Although at a first glance we do not use Occam’s razor (because all models have equal 

weights), in earnest we do use Occam’s razor because the simpler worlds are calculated by a 

greater number of Turing machines, meaning that they have a greater weight. 

1.2.8 The AI definition 

Definition 17: AI will be a computable policy which is sufficiently proximal to the best 

performing policy. 

At this point we must explain what makes a policy proximal to another policy and how 

proximal is proximal enough. We will say that two policies are proximal when the expected 

grades of these two policies are proximal. 

Definition 18: Let A and B be two policies and {an} and {bn} are their expected grades. 

Then the difference between A and B will be {n}, where: 
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𝑛 = ∑ 𝛾𝑖(𝑎𝑖 − 𝑏𝑖)

𝑛

𝑖=0

=  𝑛−1 + 𝛾𝑛(𝑎𝑛 − 𝑏𝑛) 

 

Here γ is a discount factor. Let γ=0.5. We have included a discount factor because we 

want the two policies to be proximal when they behave in the same way for a long time. The later 

the difference occurs in time, the less impact it will have. 

When n goes up, |n| may go up or down. We have made the definition in this way 

because we want the difference to be small when the expected grade of policy A hovers around 

the expected grade of policy B. I.e., if for n-1 the higher expected grade is that of A and for n the 

higher expected grade is that of B, then in n the increase will offset the decrease and vice versa. 

Definition 19: We will say that |A-B|< if n |n|<. 

1.2.9 A program which satisfies the definition 

We will describe an algorithm which represents a computable policy. Each action vertex 

relates to an uncompleted life and the algorithm will give us some action by which this life can 

continue. This algorithm will be composed of two steps: 

1. The algorithm will answer the question ‘What is going on?’ It will answer this 

question by finding the first k for which the uncompleted life has a model. The algorithm will 

also find the set M (the set of all models of the uncompleted life, the complexity of which is k). 

Unfortunately, this is uncomputable. To make it computable we will try to find efficient models 

with complexity k. 

Definition 20: An efficient model with complexity k will be a world of complexity k 

(definition 11), where the Turing machine uses not more than 1000.k steps in order to make one 

step of the life (i.e. to calculate the next observation and the next internal state of the world). 

When the machine makes more than 1000.k steps, the model will return the observation finish. 

The number 1000 is some parameter of the algorithm, but we assume this parameter is not 

very important. If a vertex has a model with complexity k, but does not have an efficient model 

with complexity k, then n (n>k) such that the vertex has an efficient model with complexity n. 

2. The algorithm will answer the question ‘What should I do?’. For this purpose we 

will run h steps in the future over all models in M and over all possible actions of the agent. In 

other words, we will walk over one finite subtree and will calculate best for each vertex of the 

subtree (this is the best expected grade up to a leaf). Then we will choose an action which leads 

to the maximum by best (this is the best partial policy). 

Definition 21: A partial subtree of vertex vt over M with depth h will be the subtree of vt 

composed of the vertices which i) have a depth not more than 2h and ii) have a model in M. 

Definition 22: The grade up to a leaf of vertex vt+i to the leaf vt+j will be:  

  Case 1. If j=h, this will be the sequence: 

Success(vt+j), reward(ot+i+1), … , reward(ot+j)  

  Case 2. If j<h, then the sequence in case 1 will be extended by h-j times Success(vt+j). 

The purpose of this extension is to ensure that the length of the grade up to a leaf will always be 

h-i+1. 

Definition 23: The best expected grade up to a leaf (this is best): 

1. Let vt+i be an action vertex. 

  1.1. If vt+i is a leaf, then best(vt+i) will be the grade up to a leaf of vt+i to the leaf vt+i. 

  1.2. If vt+i is not a leaf then: 

𝑏𝑒𝑠𝑡(𝑣𝑡+𝑖) = max
𝑎

𝑏𝑒𝑠𝑡(𝑤𝑎) 
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By wa here we designate the direct successor of vt+i resulting from action a. The same 

applies accordingly to vo below. 

 

2. Let wt+i be an observation vertex. Then:  

𝑏𝑒𝑠𝑡(𝑤𝑡+𝑖) =  ∑ 𝑝𝑜 .

𝑜′

(𝑟𝑒𝑤𝑎𝑟𝑑(𝑜) insert_at_1_in 𝑏𝑒𝑠𝑡(𝑣𝑜)) 

 

Thus, we take the best of the direct successor vo and extend it by one by inserting 

reward(o) at position 1. Here ′=   {finish} and po is the probability of the next observation 

being o. Let M(v) be the set of the models of v. Then: 

 

𝑝𝑜 =
(∑ 𝑞𝑚𝑚𝑀(𝑣𝑜) )

(∑ 𝑞𝑚𝑚𝑀(𝑤𝑡+𝑖) )
=

|𝑀(𝑣𝑜)|

|𝑀(𝑤𝑡+𝑖)|
 

 

In this formula qm are the weights of the models. The last equality is based on the 

assumption that all models have equal weights. If M(vo)=∅ then po=0 and it will not be necessary 

to calculate best(vo). 

∎ 

So far we showed how the best partial policy is calculated. Will that be the policy of our 

algorithm? The answer is No because we want to allow for some tolerance. 

If two policies differ only slightly in the first coordinates of their expected grades, then a 

minor increase of h is very likely to reverse the order of preferences. Therefore, for a certain 

policy to be preferred, it should be substantially better (i.e. the difference at some of the 

coordinates should be greater than ε). 

We will define the best partial policy with tolerance ε and that will be the policy of our 

algorithm. 

1.2.10 The tolerance ε 

We will modify the above algorithm by changing the best function. While the initial best 

function returns the best grade, the modified function will return the set of best grades with 

tolerance ε. 

How shall we modify the search for the maximum grade to a search for a set of grades? 

The previous search looked at the first coordinate and picked the grades with the highest value at 

that coordinate. The search then went on only within these grades to find the ones with the 

highest value of the second coordinate and so on until it settles for a single grade. The modified 

search will pick i) the grades with the highest value of the first coordinate and ii) the grades 

which are at distance ε from the maximum value. Let E0 be the initial set of grades. Let in E0 

there be n grades, all of them with length m+1. We will construct the sequence of grade sets E0, 

… , Em+1 (Ei+1 Ei) and the last set Em+1 will be the target set of best grades with tolerance ε. Let 

E0={G1, …, Gn} and Gj=gj0, … , gjm. We will also construct the target grade  (=0, …, m). 

The target set of grades Em+1 will be comprised of the grades at distance ε from . 

Definition 24: The target grade  and the target set Em+1 are obtained as follows: 

 

0 = max
𝐺𝑗𝐸0

𝑔𝑗0 



32 

 

E1={ GjE0 | 0-gj0<ε } 

1 = max
𝐺𝑗𝐸1

𝑔𝑗1 

E2={ GjE1 | (0-gj0)+ .(1-gj1)<ε } 

 

Here  is again a discount factor. Thus, we have modified the way in which the maximum 

is calculated. We also need to modify the sum of the grades.  

Now the individual grades will be replaced with sets of grades. We will develop all 

possible combinations and calculate the sum for each combination. The resulting set will be the 

set of all sums for all possible combinations. 

The only remaining thing to do now is to select the next move. We will take the sets of 

grades provided by the best function for the direct successors of vt. Then we will make the union 

of these sets and from that union we will calculate the set of best grades with tolerance ε. Finally, 

we will select one of the actions which take us to one of these best grades. 

1.2.11  Is this AI? 

Does the algorithm described above satisfy our AI definition? Before that we must say 

that the algorithm depends on the parameters h and ε. In order to reduce the number of 

parameters, we will assume that ε is a function of h. For example, this function can be ε=h-0.5. 

Statement 1: When the value of h is sufficiently high, the described algorithm is 

sufficiently proximal to the best performing policy. 

Let the best performing policy be Pbest, and the policy calculated by the above algorithm 

with parameter h be Ph. Then statement 1 can be expressed as follows: 

ε>0 n h>n ( |Pbest - Ph|<ε ) 

 

Although we cannot prove this statement, we can assume that when h tends to infinity 

then Ph tends to the best performing policy for the worlds the complexity of which is k. When t 

tends to infinity, k will reach the complexity of the world or tend to infinity. These reflections 

make us believe that the above statement is true. 

1.2.12  A world with randomness 

The first language for description of worlds which discussed here describes deterministic 

worlds. But, if the world involves some randomness, then the description obtained by using that 

language would be very inaccurate. Accordingly, we will add randomness to the language for 

description of worlds. This would improve the language and make it much more expressive. 

The new language will also describe the world by a computable function. However, this 

function will have one additional argument – randomness. By randomness we will mean the 

result from rolling a dice. Let the complexity of the world be k. Then the dice will have k faces 

and can accordingly return k possible results. The probabilities of occurrence of one of these 

results will be p1, … , pk. 

Definition 25: A model of life until moment t with complexity k will be a world with 

complexity k and randomness with a length of t. We want that life to be generated by that model 

and that randomness. The randomness will be some word R of length t. The R letters will be those 

from the Turing machine alphabet except λ0. 

The weight of the model is the probability of occurrence of R. 

Definition 26: The weight of the model will be 𝑝1

𝐿𝜆1(𝑅)
.  …  . 𝑝𝑘

𝐿𝜆𝑘
(𝑅)

. 

We will set the probabilities p1, … , pk of the model such that the probability of 

occurrence of R becomes maximal: 
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𝑝𝑖 =
𝐿𝜆𝑖

(𝑅)

|𝑅|
 

Thus, we will end up with some low-weight models where the probability of occurrence 

of the life represented by the model is very low, and some heavy-weight models in which the 

probability of occurrence is higher. 

1.2.13  A definition with randomness 

Similar to the process described above, we will define the best performing policy for the 

models the complexity of which is k. (An important element here is that these models have 

different weights.) We will develop the policy which represents the limit when k tends to infinity, 

and that will be the best performing policy. Again, AI will be defined as a computable policy 

which is sufficiently proximal to the best performing policy. 

Statement 2: The two AI definitions are identical. 

This means that the best performing policy for worlds without randomness is the same as 

the best performing policy for worlds with randomness. Before we can prove this statement, we 

need to prove that: 

Statement 3: If we have some word  over the alphabet {0, 1} such that the instances of 

1 occur with a probability of p, and if we make a natural extension of this word, then the next 

letter will be 1 with probability p. 

What is a natural extension? Let us take the first (simplest) Turing machine which 

generates . The natural extension will be the extension generated by that Turing machine. 

While we cannot prove statement 3, we can offer two ideas about how to prove it: 

The first idea is a practical experiment. We will write a program which finds the natural 

extension of a sequence and then we will run a series of experiments. We will keep feeding into 

the program various  words where 1 occurs with probability p. Then we will check the 

extensions and will calculate the average probability for all these experiments. If the experiments 

are many and if the average probability obtained from these experiments is p, then we can assume 

that statement 3 is true. 

The second idea is to prove the statement by theoretical reasoning. Let us have a 

computable function f from ℕ to ℕ. Suppose we start from the number n. The resultant sequence 

will be {f i(n)}. We will convert this sequence into sequence {bi} which is made of instances of 0 

and 1. The number bi will be zero iff f i(n) is an even number. Let  be some beginning of {bi}. 

What do we expect the next member of {bi} to be? 

Case 1. Sequence {bi} is cyclic and has the form 12
*. Let  be longer than 1. Then 

there is some beginning of 2 which is part of  and for that beginning the instances of 1 occur 

with probability p. 

Case 2. Sequence {f i(n)} has a long beginning in which odd numbers occur with 

probability p. We do not have a reason to expect that the p probability will change. 

1.2.14  A program with randomness 

We will develop a program which satisfies an AI definition based on models with 

randomness. We will proceed in the similar way as above, but with some differences. 

We will not search for the first k for which there is a model until moment t with 

complexity k since such a model exists for very low value of k. Instead, we will assume that k is 

fixed and k is parameter of the algorithm. 

The first step will be to find all models of complexity k of vertex vt. The second step will 

be to run at depth level h across a partial subtree of vertex vt over i) all discovered models, ii) 

over all possible actions of the agent and iii) over all probabilities R1R2, where R1 is the 
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probability of the model and R2 is the probability after t. Here R1 is fixed (it is determined by the 

model), and R2 runs over all possibilities. 

The next statement will be similar to statement 1: 

Statement 4: When the values of k and h are sufficiently high, the described algorithm is 

sufficiently proximal to the best performing policy. 

We assert that when the values of the parameters are sufficiently high, both algorithms 

will calculate approximately the same policy. However, are the two algorithms equally efficient? 

In practice both algorithms are infinitely inefficient, however, the second algorithm is far 

more efficient than the first one. We will look at three cases: 

1. Let us have a simple deterministic world. By simple we mean that its complexity k is 

very low. In this case the first algorithm will be slightly more efficient because it will find the 

model quickly. The second algorithm will find the same model because the deterministic models 

are a subset of the non-deterministic ones. 

2. Let us have a deterministic world which is not simple, i.e. its complexity k is high. In 

this case the first algorithm will need a huge amount of time in order to find a model of the world. 

Moreover, rather than the real model of the world, it will probably find some simplified 

explanation. That simplified explanation will model the life until moment t, but after a few more 

steps the model will err. The second algorithm will also find a simplified explanation of the 

world, but that simplified explanation will be non-deterministic. While both algorithms will 

predict the future with some degree of error, the description which includes randomness will be 

better and more accurate. Moreover, the description with randomness will be much simpler (with 

smaller k). 

3. Let us have a world with randomness. In this case the second algorithm has a major 

advantage. It will find the non-deterministic model of the world and will begin predicting the 

future in the best possible way. It may appear that the first algorithm will not get there at all, but 

this is not the case. It will get there, too, but much later and not so successfully. The non-

deterministic model consists of a computable function f and randomness R. There exists a 

computable function g which generates R. The composition of f and g will be a deterministic 

model of the world at moment t. Certainly, after a few more steps g will diverge from the actual 

randomness and fog will not be a model of the world anymore. Then we will have to find another 

function g. All this means that a deterministic function can describe a world with randomness, but 

such description will be very ungainly and will work only until some moment t. The non-

deterministic model gives us a description which works for any t. 

The conclusion is that the choice of language for description of the world is very 

important. Although these two languages provide identical AI definitions, the programs 

developed on the basis of each language differ substantially in terms of efficiency. 

1.2.15  A world with many agents 

The world with randomness can be imagined as a world with one additional agent who 

plays randomly. Let us assume that there are many agents in the world and each of these agents 

belongs to one of the following three types: 

1. Friends, i.e. agents who help us. 

2. Foes, i.e. agents who try to disrupt us. 

3. Agents who play randomly. 

 

Let the number of additional agents be a (all excluding the protagonist). Let each 

additional agent have k possible moves (k is the complexity of the world). We will assume that 

the protagonist (that’s us) will play first and the other agents will play after us in a fixed order. 

We assume that each additional agent can see everything (the internal state of the world, the 
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model including the number of agents and the type of each agent, i.e. friend or foe, as well as the 

moves of the agents who have played before him). We will also assume that the agents are very 

smart and capable to calculate which move is the best and which move is the worst. 

The model of the world will again be a Turning machine, but that machine will have more 

arguments (the internal state of the world and the move of the protagonist, plus the moves of all 

other agents). The model will also include the type of each agent, i.e. friend or foe. Furthermore, 

the model of life until moment t will include the moves of all a agents at all steps until t. 

Once again, we will develop an AI definition on the basis of this new and more 

complicated language. We will continue with the assumption that the third definition is identical 

to the previous two. We will also develop a program which looks for a model of the world in the 

set of worlds with many agents. In the end of the day we will see that the new language is far 

more expressive: If we have at least one foe in the world this way of describing the world is much 

more adequate and, accordingly, the AI program developed on the basis of that language is far 

more efficient. 

1.2.16  Conclusion 

We examined three languages for description of the world. On the basis of each language, 

we developed an AI definition and assumed that all three definitions are the same. Now we will 

make an even stronger assertion: 

Statement 5: The AI definition does not depend on the language for description of the 

world on the basis of which the definition has been developed. 

We cannot prove this statement although we suppose that it is true. We also suppose that 

the statement cannot be proven (similar to the thesis of Church). 

Although we assumed that the AI definition does not depend on the language for 

description of the world, we kept assuming that the program which satisfies this definition 

strongly depends on the choice of language. The comparison between the first two languages 

clearly demonstrated that the second language is far more expressive and produces a far more 

efficient AI. 

Let us look at one more language for description of worlds – the language described in 

Dobrev (2022b and 2023). That language describes the world in a far more efficient way by 

defining the term ‘algorithm’. The term ‘algorithm’ enables us plan the future. For example, let 

us take the following: ‘I will wait for the bus until it comes. Then I will go to work and will stay 

there until the end of the working hours.’ These two sentences describe the future through the 

execution of algorithms. If we are to predict the future only by running h possible steps, then h 

will necessarily become unacceptably large. 

The language described in Dobrev (2023) is far more expressive and lets us hope that it 

can be used to produce a program which satisfies the AI definition and which is efficient enough 

to work in real time. 
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2 How can we create AI? 

2.1 Language for Description of Worlds  

We will reduce the task of creating AI to the task of finding an appropriate language for 

description of the world. This will not be a programing language because programing languages 

describe only computable functions, while our language will describe a somewhat broader class 

of functions. Another specificity of this language will be that the description will consist of 

separate modules. This will enable us look for the description of the world automatically such 

that we discover it module after module. Our approach to the creation of this new language will 

be to start with a particular world and write the description of that particular world. The point is 

that the language which can describe this particular world will be appropriate for describing any 

world. 

2.2 Introduction 
This PhD thesis presents a new approach to the exploration of AI. This is the Event-Driven (ED) approach. 

The underlying idea of the ED approach is that instead of absorbing all input/output information, the model 

should reflect only the events which matter (“important events”). 

Every action is an event. Every observation is an event, too. If the model were to reflect each and every 

action and observation, it would end up overloaded with an enormous amount of information. The overloaded 

situation can however be avoided when the model is limited only to certain important events. This leads us to 

the idea of Event-Driven models. 

A disadvantage (or perhaps an advantage) of the ED model is that it does not describe the world completely, 

but only partially. More precisely the ED model describes a certain class of worlds (the worlds which comply 

with a certain pattern).  

What makes this PhD thesis different? The mainstream approach to dealing with multi-agent systems is 

based on the assumption that the world is given (known) and what we need to find is a policy. In other words, 

the world is part of the known terms of the problem while the policy is the unknown part. This PhD thesis is 

different because we will assume that instead of being given, the world is unknown and has to be found. 

The assumption that the world is given implies that we have a relation which provides a full description of 

the world. Conversely, in this PhD thesis we will try to provide partial descriptions of the world and will do so 

by employing ED models. 

Structure of the language: The description of the world will not be similar to a homogenous system 

consisting of one single layer. Our description of the world would rather be structured as a multilayer system. 

In Figure 1 we have presented our multilayer structure as a pyramid where the first layer is the base of the 

pyramid: 
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Figure 1 

Thus, events will form the first layer of our system. We will use these events in order to describe the Event-

Driven (ED) models. Importantly, the states of the ED models must not be the same (some states must be 

different). For this condition to be fulfilled, there must be at least one state with a special occurrence in it so that 

the state can be distinguished from other states. We will name this special occurrence distinction. The set of the 

distinctions we will designate as trace. 

Our first idea about the trace is that it is fixed. (For example, let us have a state in which is always cold.) 

Then our notion of a trace will evolve and we will have a moving trace which can appear and then disappear or 

move from one state to another. (In our example the coldness could move to the room next door.) 

The next layers of the pyramid will consist of various patterns (we will present all of them by ED models). 

We will begin with the permanent patterns, i.e. those which are observed all the time. While most authors 

assume that all patterns are permanent, in this PhD thesis we reckon that in addition to the permanent ones 

there other, impermanent patterns which are observed only from time to time. We will name these 

impermanent patterns phenomena. In other words, just as traces can be fixed or moving, patterns can also be 

permanent or phenomena. 

Algorithms are also impermanent patterns (observed only when an algorithm is being executed). We will 

present algorithms as sequences of events. Typically, algorithms are understood as sequences of actions on the 

basis of the assumption that the protagonist is always the one who executes the algorithm. In this PhD thesis 

the algorithm will be any pattern and if the actions of an agent are aimed at maintaining the pattern, then we 

will say that the agent is the one who executes the algorithm. 

When a phenomenon is associated with the observation of an object, we will call that phenomenon a 

property. This takes us to an abstraction of a higher order, namely the abstractive concept of object. Objects are 

not directly observable, but are still identifiable through their properties. 

The next abstraction we get to will be agents. Similar to objects, we cannot observe agents directly, but can 

still gauge them on the basis of their actions. In order to describe the world, we have to describe the agents 

which live that world and explain what we know about these agents. The most important thing to describe 

about agents is whether they are our friends or foes and accordingly what will they try to do to us by their 

actions – help us or disrupt us? 

The descriptions above relate to computable worlds (ones that can be emulated by a computer program). 

While any presence of a non-computable agent in the world would make the world itself non-computable, there 

is another way to make non-computable worlds. We may add a rule which depends on the existence of some 

algorithm (more precisely, on the existence of an execution of that algorithm). The question “Does an 

execution of the algorithm exist?” is non-computable (halting problem, Turing (1937)). 
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Contributions 

 1. Event-Driven model. (The concept has already been introduced by Dobrev (2018), but that paper 

did not provide an interpretation of the ED model. This is important, because interpretations are what makes 

models meaningful and distinguish between adequate and inadequate models.)  

 2. This PhD thesis proves that Markov Decision Process (MDP) is a special case of an ED model and 

that an ED model is the natural generalization of MDP. 

 3. Simple MDP. We will simplify the MDP to obtain a more straightforward model which can 

describe more worlds. 

 4. Extended model. This is the model in which the state knows everything. We will use this model in 

order to introduce an interpretation of events and ED models. (Although the Extended model was introduced in 

Dobrev (2019a), in that version of the model the state knows only what has happened and what is going to 

happen, but does not know what is possible to happen. Therefore, the state of the Extended model in Dobrev 

(2019a) knows nothing about the missed opportunities. In Dobrev (2019a) the Extended model is referred to as 

“maximal”.) 

 5. A definition of the concept algorithm. We have presented the algorithm as a sequence of events in 

arbitrary world. Further on, we present the Turing Machine as an ED model found in a special world where an 

infinite tape exists. Thus we prove that the new definition generalizes the Turing Machine concept and expands 

the algorithm concept. 

 6. A language for description of worlds such that the description can be searched automatically without 

human intervention. 

How is this part of the PhD thesis organized. First (in Section 2) we will identify the particular world 

which we are going to describe. Then (in Section 3) we will prove that the known tools for description of 

worlds are not appropriate for the world in question. 

Sections 4 to 8 will provide the theoretical basis of this part of the PhD thesis. We will define the concepts 

lived experience, life, Event-Driven model, event and world. We will give meaning to these concepts by 

defining interpretation. We will prove that MDP is a special case of an ED model. 

In Sections 9 to 13 we will provide a concrete description of the world in which the agent plays a chess 

game: 

In Section 9 we will describe some simple patterns and will present them by using ED models (such as the 

patterns Horizontal and Vertical). 

Section 10 will define the rules to which the chess pieces move. For this purpose we will need to expand the 

algorithm concept. The algorithms to which chess pieces move will also be presented through ED models. 

In Section 11 we will present the chess pieces as objects. The objects will be abstraction of higher order. 

They will be defined through properties. The property is something concrete and it will be defined through an 

ED model. 

In Section 12 we will add a second player. For this purpose we will make another higher-order abstraction. 

This will be the abstraction agent. We will not observe agents directly and instead will gauge them through 

their actions. Agents will make the world non-computable, but if we add some non-computable rule then the 

world can become non-computable even without agents. 

Finally, in Section 13 we will look at the agents and various interplays between them. 
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2.3 The chess game 
Which concrete world are we going to use in order to create the new language for description of worlds? This 

will be the world of chess. 

Let us first note that we will want the world to be partially observable because if the agent can see 

everything the world will not be interesting. If the agent sees everything, she will not need any imagination. 

The most important trait of the agent is the ability to imagine the part of the world she does not see at the 

current moment. 

For the world to be partially observable we will assume that the agent sees just one square of the chessboard 

rather than the entire board (Figure 2). The agent’s eye will be positioned in the square she can see at the 

moment, and the agent will be able to move that eye from one square to another so as to monitor the whole 

board. Formally speaking, there is not any difference between seeing the whole board at once and exploring it 

by checking one square at a time – in either case one gets the full picture. There will not be any difference only 

if you know that by moving your sight from one square to another you will monitor the whole chessboard. In 

practice the agent does not know anything, so she will need to conjure up the whole board, which however will 

not be an easy process and will require some degree of imagination. 

 

Figure 2 

In Figure 2, the agent has her eye in square a2 and can move it in all the four directions. (Right now she 

cannot move it left because this is the edge of the board and a move to the left would be incorrect.) In addition 

to moving the eye in the four directions, the agent can perform two other actions: “Lift the piece you see right 

now” and “Put the piece you lifted in the square you see right now”. We will designate the two additional 

actions as Up and Down. These six actions will enable the agent monitor the chessboard and move the chess 

pieces, and that’s everything one needs to play chess. 

2.3.1 A chess game with a single player   

We will examine two versions of a chess game – a game with a single player and a game with two players. 

How do you play chess with a single player? You first move some white piece, then turn the board around, 

play some black piece and so forth. 

We will start by describing the more simple version in which the agent plays against herself. This version is 

simpler because in that world there is only one agent and that agent is the protagonist. Next we will examine 

the more complicated version wherein there is a second agent in the world and that second agent is an opponent 

of the protagonist. 

The question is what can be the goal when we play against ourselves? 
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2.3.2 The goal   

While the authors of most papers dedicated to AI choose a goal, in this PhD thesis we will not set a particular 

goal. All we want is to describe the world, and when we figure out how the world works we will be able to set 

various goals. In chess for example our goal can be to win the game or lose it. When we play against ourselves, 

the goal can vary. When we play from the side of the white pieces our goal can be “white to win” and vice 

versa. 

Understanding the world does not hinge on the setting of a particular goal. The Natural Intelligence (the 

human being) usually does not have a clearly defined goal, but that does not prevent him from living. 

There are two questions: “What’s going on?” and “What should I do?” Most authors of AI papers rush to 

answer the second question before they have answered the first one. In other words, they are looking for some 

policy, and a policy can only exist when there is a goal to be pursued by that policy. We will try to answer only 

the first question and will not deal with the second one at all. Hence, for the purposes of the present PhD thesis 

we will not need a goal. 

In most papers the goal is defined through rewards (the goal is to collect as many rewards as possible). 

When referring to Markov decision process (MDP) we will assume that rewards have been deleted from the 

definition because we need them only when we intend to look for a policy, while this PhD thesis is not about 

finding policies. 

2.4 Related work  
Can the chess world be described using the already known tools for description of worlds? We will review the 

tools known at this time and will prove that they are not appropriate. 

2.4.1 Markov decision process 

The most widely used tool for description of worlds is Markov decision process (MDP). Can we use MDP for 

describing the kind of world selected in this PhD thesis? Let us first note that we will have to use Partially 

observable MDP (POMDP) because the world we are aiming to describe is Partially observable. 

Certainly, the chess world can be presented as a POMDP, but how many states will this take? We will need 

as many states as the positions on the chessboard are, which is an awful lot (in the range of 1045 according to 

Tromp (2021)). We will even need some more states because in addition to the chessboard position the state 

must remember the whereabouts of the eye. This means 64 times more states, which is a little more because 

adding two zeroes to a large number seems an insignificant increase. Thus, we do not perceive the numbers 

1045 and 1047 as much different. 

If we wish to describe this kind of POMDP in tabular form, the description will be so huge that storing it 

would be beyond the capacity of any computer memory. Of course storing the description is the least problem. 

A much more serious issue is that we should find and build that table on the basis of our lived experience 

which means that for such a huge table we would need enormously huge lived experience (almost infinite). 

Therefore, efforts to find a POMDP description of the chess are bound to fail. 

2.4.2 Situation Calculus   

The first language for description of worlds was proposed by Raymond Reiter and this is Situation Calculus 

described in Reiter (2001). 

The chess world can indeed be presented through the formalism proposed by Raymond Reiter, but we will 

run into two problems (a small one and big one). 

The first (smaller) problem is that in order to present the state of the world obtained after a certain action, 

Reiter uses a functional symbol. Thus, Reiter assumes that the next state of the world is unambiguously 

defined. That assumption would not be a problem for deterministic worlds such as the chess game, but would 
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be an issue when it comes to a dice game. The problem of course is not a big one because we can always 

assume that the next state is determinate even if we do not know which one it is. (In other words, we can 

assume that there is some destiny which defines the future in an unambiguous manner, although it does not 

help us predict what is going to happen.) 

In Section 3.2. of their publication of 2001, Boutilier, Reiter and Price (2001) attempt to resolve the first 

(smaller) problem by replacing each step with two steps (plies). Instead of a single step of the agent they 

suggest two plies – agent ply and nature ply. The idea is that the agent step is non-deterministic because the 

world (nature) can respond in a variety of ways, so if we decouple the agent’s action from nature’s response 

then the output from each ply would be deterministic. Essentially we use the same idea by creating a Simple 

MDP (further down in this part of the PhD thesis). 

The second (big) issue with Situation Calculus is Reiter’s implied assumption that there is some human 

being (programmer) who has figured out how the world is designed and will describe that design using first 

order formulas. All of us wish to get to a description of the world by first order formulas, but the objective is to 

ensure that the description can be found automatically, i.e. without human intervention. While this PhD thesis 

actually provides a manmade description of the chess game, our objective is to come up with a machine-

searchable description and the one provided here can indeed be searched and found automatically. 

2.5 Lived experience 
The task is to describe the world on the basis of our lived experience. This means we are looking for a model 

which provides the best explanation of what has happened until the present moment. Hence the first question 

we will address is “What is lived experience?”. 

The common assumption is that we have only one life and lived experience comprises everything that has 

happened in that life until now. However, in this PhD thesis we will assume that we have more than one life 

and lived experience comprises everything that has happened both in the current life and in all previously lived 

lives. We will go even further and assume that we may have more than one current life. 

Why do we make this assumption? From the individual’s perspective each individual has only one life, but 

from a population perspective there are many lives. In our case we have an artificial agent living in an artificial 

world. We can let the agent live many times in the world and will thus obtain many lives from which we can 

collect observations and try to identify patterns. We can even let multiple agents live in the world concurrently. 

Then will have multiple current lives. 

Definition 1. Lived experience is a finite sequence of lives. 

This takes us to the next question: “What is life?” 

2.5.1 Life 

Life will be a finite sequence of actions and observations. Life is what we see, but are there things in life which 

we do not see? 

Let us imagine we have had two lives. In the first life we walked past a pot full of gold coins, but did not 

bother to open it and went on. In the second life we walked past an empty pot which we did not open either and 

again went on. In terms of actions and observations the two lives are fully identical, but they are still two 

different lives because in the first one we had the chance to find plenty of gold coins while in the second life we 

never had that chance. 

That is why our description of life will consist of two determinants. The first one is what we have seen (the 

sequence of actions and observations). We will label this sequence as the trace of life. 

Note: In this PhD thesis we use the terms trace of live and trace of the ED model. These are different 

things. 
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The second determinant of life is everything that was possible to happen in that life (regardless of whether it 

actually happened). The possible past and the possible future are described by the state of the world. Knowing 

what the state has been at each moment of time is important. That is why to the description of life we will add 

the sequence of states which the world has been through. We will label this sequence as the backbone of life. 

The trace and the backbone describe life from the perspective of the world. If we look at the world from the 

agent’s perspective, life will be described by the trace and by the guesses which the agent can make at any 

given moment. For example, at a given moment we can assume that after two steps we will see a certain 

observation. (The moment of the guess is the moment at which we are able to make that guess rather than the 

moment which the guess relates to). 

Two things are important for each guess. First, the antecedents which must be true at the moment when we 

make the guess. The second one is the rule (heuristic) on the basis of which the guess can be made. We will 

assume that heuristics are derived from our entire lived experience (including the future lived experience). 

Hence, the addition of more lived experience leads to a change of heuristics and thereby to a change of guesses 

(even previous guesses). For example, there comes a moment when we realize that the sound produced by a 

fire weapon signifies some danger. Then we review our past and find out every time we heard a fire shot we 

had been in trouble. 

2.5.2 Heuristic 

We said that in life there are things we do not see but still important enough for us to try predicting them. For 

example, “Are there gold coins in the pot?” We may try to predict this through our intuition or on the basis of 

some heuristics which we derive by collecting statistics from our lived experience. An example of such 

heuristic is “If the pot looks ancient, then it is full of gold coins”. Certainly, each heuristic comes with some 

confidence coefficient. Let this coefficient be as low as 2%. Even with such a low confidence coefficient, if it 

appears to be an ancient pot it is worth the effort to open it and check for gold coins. 

An heuristic will consist of antecedent, consequent and confidence coefficient. We will suppose that the 

consequent is an atomic formula, while the antecedent is a conjunction of atomic formulas. (We will define 

atomic formulas later.) 

Definition 2. An heuristic is a material implication with confidence coefficient 

A1 & A2 & … & An  A0 (per cent) 

Here is an example of a heuristic: 

Ob(t1)=o1 & Act(t)=a  Ob(t+1)=o2 ( 10% ) 

Here Ob(t)=o means that the observation at moment t is o and Act(t)=a means that the action at moment t is 

a. (We have expressed this as an equality because the action and the observation depend unambiguously on 

moment t.) 

The event Ob(t) makes sense only at even-number moments, while Act(t) makes sense only at odd-number 

moments because we alternate actions and observations. The heuristic is valid for any t. That is why we will 

assume that the antecedent is known at moment t and this is the first moment in which the antecedent becomes 

known. (We can achieve this by replacing t with t+i for some i.) 

The consequent here relates to a future visible event (predicting past visible events does not make sense). 

The consequent might also be related to an invisible events (past or future). For example: 

Ob(t)=o1  PossNext(o2, t2) (some per cent) 

Here the invisible event PossNext(o, t) means it is possible that the next observation is o, i.e. it is possible 

that Ob(t+2)=o. (In this expression we have not used equality because the possible next observations are more 

than one, while an equality implies one possibility.) 
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For o1=o2 the above heuristic will be meaningless because it will be tautologically true, while o1o2 will 

make sense for any past or future moment. 

We will consider heuristics as rules which are always valid, but might also assume that a rule is valid only 

sometimes. In this case one impermanent rule will define one invisible event. That event will be True when the 

rule is valid and False when the rule is invalid. Let us consider the following rule: 

  Ob(t+2)o 

The antecedent here is the empty set, i.e. without antecedent or always. This rule tells us that the next 

observation cannot be o. This is sometimes True and sometimes False, but we do not see whether this is True 

(unless the next observation is o, but generally we cannot see that). Therefore, this is one invisible event and its 

negation is exactly PossNext(o, t). 

2.5.3 Atomic formula 

The agent cannot observe all events and will have to stay with some finite number of events. The agent will 

assign a name to each observed event and we will call these events atomic formulas. 

Definition 3. An atomic formula is an event to which we have assigned a name. 

For example, Ob(t)=o is an atomic formula. (More precisely, these are multiple atomic formulas, one for 

each o.) 

When observing some event we will actually be observing its negation as well. Thus, the negation of an 

atomic formula is also an atomic formula. 

A conjunction of atomic formulas can also be an atomic formula if we have decided to observe it and 

provided that we have assigned a name to it. These conjunctions of course will be infinitely many and we 

would not be able to observe them all. 

From event A(t) we can make countably many events A(t+i), which will be the same event shifted in time. It 

does not make much sense to observe all these events because they are almost the same. Therefore we will 

observe only one of them. For example, if we have a conjunction of atomic formulas, we will decide to observe 

the event at the moment which is the maximum of the moments of the atomic formulas included in the 

conjunction. 

In most cases the moment at which an observed event occurs is not important, but there are some 

exceptions. With ED models for example the exact time at which each of the observed events occurs is 

important (it is important whether an event occurs several steps earlier or several steps later). 

2.5.4 Single-moment event 

Definition 4. A single-moment event is one which depends only on one moment. 

Let that moment be t. Then, a visible single-moment event is an event which depends only on one 

observation or only on one action (only on Ob(t) or only on Act(t)). An invisible single-moment event is one 

which depends only on one state of the world (st). 

A conjunction of single-moment events can also be a single-moment event if all atoms in the conjunction 

are single-moment events and relate to one and the same moment. 

The visible single-moment events are finitely many and there are as many invisible single-moment events as 

are the subsets of the states of the world (finite or continuum). 

An atomic formula may or may not be a single-moment event. 



44 

 

2.5.5 The guess 

At certain moments of time the agent will apply heuristics in order to derive some guesses. Each guess will 

consist of some consequent and some confidence coefficient. The consequent will be an atomic formula and 

that formula will relate to a concrete moment of time t (which can be in the past or in the future). Hence, unlike 

the heuristic which applies to any t, the guess will apply to a particular t. 

Definition 5. A guess is expressed as follows: 

A(t) (per cent) 

The set of guesses (heuristic applications) will be called Guesses. 

Let us have another heuristic: “If the pot is full of gold coins, then we can buy an aircraft”. Let the 

confidence coefficient of this heuristic be 50%. Then as soon as we see a pot which appears ancient we apply 

the first heuristic and get “the pot is full of gold coins” (with a confidence coefficient of 2%). Now we can buy 

an aircraft (with a confidence coefficient of 1%). 

The important takeaway from this example is that heuristics can be cascaded and that heuristic antecedents 

may include an invisible event. The cascade application of two heuristics can be considered as new one. 

However, it will take a lot of lived experience to find this new heuristic. The better way is to find more simple 

heuristics and combine them in more complex ones. We can find many heuristics which indicate that the pot is 

full of gold coins and their cascade application will lead to the consequent that in all these cases we can buy an 

aircraft. If we do not use cascade application then for every particular case we should collect individual 

statistics which will prove that in that particular case we can buy an aircraft. 

2.5.6 The definition of life 

In this definition life will be presented as a game between two players. The first player will be the agent (the 

protagonist), the second player will be “nature” and it will be the world itself. The agent called “nature” is not 

free to do whatever she likes. She operates to some rules, although she may have some freedom of choice (free 

will). Further down we will try to obtain an explanation of the world and will replace “nature” with a group of 

agents. That group will consist of zero, one, two or more agents. When dealing with the empty group we will 

reckon that in the world there are not any agents except the protagonist. 

Life will consist of two things: trace and backbone. 

Definition 6. Life is: 

a1 ,  o2,   a3,    o4,  …, ak-1,  ok, where ai, oi. 

u0,  w1,  u2,  w3,  …,       wk-1,  uk, where uiU, wiW. 

Here  are the possible actions,  are the possible observations of the agent, U are the states of the world 

when it is the agent’s turn to make a move and W are the states of the world when it is nature’s turn to make a 

move. The symbol k stands for the length of life (if life is L, then its length is |L|). 

If write the trace and the backbone in one line we get this: 

u0, a1, w1, o2, u2, a3, w3, …, ak-1, wk-1, ok, uk 

From the perspective of the world life consists of a trace and a backbone, from the agent’s perspective life 

consists of a trace and guesses and from their joint perspective life is life with guesses. 

Definition 7. Life with guesses: 

 trace 

 backbone 

 agent’s guesses (heuristic applications): 
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g0, g1, g2, … , gk, where gi  Guesses. 

The set gi consists of the guesses which the agent can make at moment i (not earlier, but exactly at that 

moment). All valid guesses at moment t are: 

𝐺𝑡 = ⋃ 𝑔𝑖

𝑖≤𝑡

 

In some cases the set of guesses Gt may be contradictory. The guesses for some j can be both A(j) and  A(j) 

(perhaps with different confidence). The guesses A(j) and  A(j) may occur at the same moment (in one gi), but 

can also occur at two different moments. 

The agent exercises thinking only when it is her turn to make a move, therefore only at even-number 

moments. If t is an even-number moment, the agent cannot choose the guesses gt because they are defined by 

the past, but she can choose the guesses gt+1 because they are defined by the past plus the agent’s next action. 

(In other words, the agent will run all possible actions and will choose the one which gives her the best gt+1.) 

2.6 Event-Driven models 
Now we will sort of jump the gun and say what is an Event-Driven (ED) model before we even say what is an 

event per se. Roughly, an ED model is a directed graph where the nodes represent the states of the world and 

the arrows are labeled with events. We assume that the world keeps staying in the same state until some 

observed event occurs. Then the world shifts to another state by making a move over the arrow labeled with the 

event which has just occurred. 

Distinctions are important elements of the ED model. A distinction in our language will mean that in a 

certain state a given event occurs with a probability different from the expected (average) probability. 

Distinctions will help us in two ways: i) understand in which state of the world we are in right now and ii) 

predict what is going to happen and what has happened. By trace we will mean the set of distinctions. 

All arrows and distinctions in the ED model will have some probability. Instead of exact probabilities we 

will use probability intervals. First, we will explain why we prefer to use probability intervals. Second, we will 

explain why we make a distinction between things which are impossible and things which are possible but 

improbable. Third, we will introduce the statistics which will give meaning to these probabilities. And only 

then we will be able to provide the definition of ED models. 

2.6.1 The probability interval 

In basketball, when you through the ball at the hoop, what is the probability of success? We may try 100 shots 

and calculate that probability by statistics. Other factors may also have some impact on that probability, such as 

the light conditions in the basketball hall or how fatigued you are. We may construct a more complex model 

which captures those factors as well, but some factors will always fall through the cracks and remain 

unaccounted for. These unaccounted factors will induce a degree of volatility meaning that the probability will 

not be an exact value but some interval. 

The most important one of these additional factors is our freedom of choice (free will). When we shoot the 

ball, it matters a lot whether we want or do not want to score a goal. Let us assume that when we do not want 

the probability of scoring a goal by error is a and when we really want the probability of scoring (by intent) is 

b. Thus, each time we shoot at the hoop the probability of scoring a goal will be in the interval [a, b]. 

2.6.2 Possible but improbable 

Can there be some difference between the impossible and the improbable? We will make a distinction between 

a missing arrow and an arrow with a probability of zero (i.e. the interval [0, 0]). 
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The probability of a given event may tend to zero. This for example is the case when an event occurs once in 

ten instances, then once in the next one hundred instances, etc. This kind of event is possible, but its probability 

is zero (or tends to zero). 

When looking at the actions of the world (the observations of the agent) the difference between the 

impossible and the improbable is minor, but when looking at the agent’s actions the difference becomes 

essential because this is the way to define the concept incorrect move. 

When the arrows are labeled with actions and when an arrow is missing, then we will assume that the 

corresponding action is incorrect move. This will be a separate event which we will designate as semi-visible. 

An arrow with a probability of zero will mean that the action is correct but for some reason our agent will never 

(or almost never) execute that action. 

2.6.3 Statistics 

Statistics is the main tool which the agent uses in order to understand the world. Here we will deal with two 

types of statistics. The first one is the statistics of the agent and is based only on actions and observations. 

These are the real statistics available to the agent. 

We will examine the second type of statistics. We will name them statistics of the world. In addition to 

actions and observations, these statistics capture the states of the world. We can imagine them as statistics 

created by some super agent who is capable of monitoring the state of the world. Certainly such a super agent 

does not exist. We assume that the world knows the state it is in. That is why the world will be able to create 

these statistics but will not be willing to share them with the agent. 

Thus, the statistics of the world are something abstract which the agent cannot see. Nevertheless, we will use 

these statistics in order to define and give meaning to some of the introduced concepts. For example, what is 

the probability of moving from one state to another over a given arrow? 

Note: We will use statistics of the world to determine the probabilities of arrows in the world and in the ED 

models. The problem is that we may have two different ED models that differ only in their probabilities. We 

assume that the world has chosen one of these different ED models and determines its probabilities based on 

statistics. 

Let us assume that the probabilities are fixed and we will calculate these fixed probabilities using the 

statistics of the world. We will make N steps and will count how many times we have been through each state 

and each arrow (for the case of ED models: how many times we have arrived at the state regardless of the 

number steps we spent in that state). If we have been k times through a given arrow and m times through the 

tail (the state from which this arrow departs), then the probability of going through the arrow will be 

approximately k/m. Certainly, when the N value is low the error will be large, but when the N value is high we 

can assume that the probability is exactly k/m. Thus, the probability will be the limit value of k/m when N tends 

to infinity. 

This is how we used the statistics of the world in order to give meaning to the probability of the arrows. Can 

we also use these statistics in order to define the probability intervals? This will be a bit more difficult. Let us 

again make N steps. Let n be the largest integer for which n2 N. We will break the interval N into n intervals 

such that in each interval there are at least n steps. We will derive statistics for each of these n intervals and will 

obtain some probability pi. The probability interval of the arrow will be [min(pi), max(pi)]. When N tends to 

infinity we should obtain the exact value, but for this to be true we will make one assumption. 

The assumption will be that the world and the agent change their fixed policies but do that only seldom, 

therefore any changes of the fixed policy of the ED model are also seldom (see below what is a fixed policy). 

When the world and the agent execute a fixed policy, then the probability of all arrows in the ED model will 



47 

 

also be fixed. If the world and the agent change their policies too often, then this statistical method will not give 

us the result we need (i.e. will produce intervals which are shorter than the actual ones). 

2.6.4 The ED model definition 

Definition 8. An Event-Driven model consists of three parts: 

Topology: 

 S – the set of the states of the model (finite or countable, i.e. most countable). 

 E – the set of the observed events (a limited number of events). 

 R  SES – relation between the states, labeled with the observed events. 

 Collision reconciliation rule. 

Partial trace: 

 Trace  Distinctions – the set of distinctions. 

Probabilities: 

 Probability: R [0, 1] [0, 1] – a function, which at each arrow returns a probability interval. 

 Backward Probability: Same as Probability, but related to the past (when we move against the 

direction of the arrow). 

Definition 9. Distinction is a 3-tuple consisting of state, event and probability. The probability is either a 

probability interval or the constant never. The probability must be different from the average probability of the 

event (the expected value). The set of these 3-tuples is Distinctions. 

We will assume that an arrow is missing then and only then when a distinction in the trace says that a given 

event cannot occur in a given state. Thus: 

s1S eE (s2S <s1, e, s2> R  <s1, e, never> Trace) 

The observed events are those which sit over the arrows of the model. The events involved in the trace will 

be referred to as additional events. There may or may not be some intersection between the observed and the 

additional events. 

A trace in our discussion is a partial trace because we assume that it contains only part of the distinctions of 

the model. If we assume that the trace holds all distinctions of the model, then it would be a full trace. (If the 

model has more than one interpretation then we should be dealing with the trace of the interpretation rather 

than with the trace of the model.) 

The collision reconciliation rule tells us which is the next state of the ED model in case that events a and b 

of E occur at the same time. 

The rule can be deterministic: 

1. Event a has priority over event b and in this case the executed event will be a. 

2. In this case the two events will be executed sequentially – first a and then b. 

3. A separate arrow tells us where to go if a & b occurs. 

The rule can also be non-deterministic: 

4. We select a with a probability of p (or with a probability within the interval [p1, p2]). 



48 

 

2.6.5 Interpretation 

When is the ED model a model of the world? To answer this question, we will define the concepts 

interpretation and characteristic. For this definition we will use the statistics of the world. In other words, we 

will use the information about the state of the world – something which the agent does not know. 

For the ED model to be a model of the world there must be a link between life and the state of the model. 

We will term this link an interpretation which, for any moment of life, will tell us (exactly or approximately) 

the state in which the ED model is. Hence, interpretation is a function which for each moment of life returns a 

state of the ED model (or a set of states or some belief). 

An interpretation may not be unique, but if we expand the partial trace it will become unique. (We may 

expand the trace a little bit or expand it all the way to a full trace.) 

Of course, interpretation is not an arbitrary function. It must be consistent with the ED model. When none of 

the observed events occurs in several consecutive moments, the interpretation function must return one and the 

same state for all these moments. If one of the observed events occurs, in the next moment the interpretation 

function must return a new state, provided that in the ED model there is an arrow over this event leading from 

the previous state to the new state. 

We will consider several types of interpretations: 

 1. Simple interpretation. This is a function which for each state of the world returns a state of the ED 

model. 

 2. Unambiguous interpretation. This is a function which for each moment of an infinite life returns a 

state of the ED model. Each simple interpretation is unambiguous, but not vice versa. 

 3. Set-based interpretation. Same as the unambiguous interpretation, but returns a set of states of the 

ED model instead of a single set. 

 4. Belief-based interpretation. Same as the set-based interpretation, but returns some belief of states of 

the ED model (i.e. a set with probabilities). 

In order to simplify the discussion we will not deal with interpretations type 3 and 4. So, when we refer to an 

interpretation, we will mean an unambiguous interpretation. 

The functions over the moments of life will be referred to as multi-value events. The usual events are two-

value – they either occur or do not occur. If an event is n-value, we will present it as n two-value events which 

do not intersect (cannot occur at the same time). The interpretation is therefore a multi-value event. We will 

assume that the interpretation is defined for any infinite life. With finite lives we may have a problem defining 

some events. If we do not have information about the past or future of a certain life, the value of the event can 

be “I do not know”. For this reason we assume that interpretations are defined over infinite lives. 

Definition 10. An infinite life consists of an infinite trace and an infinite backbone (infinity is in both 

directions): 

…, o-2,    a-1,   o0,   a1,  o2,    a3,   … 

…, u-2,   w-1,  u0,   w1,   u2,   w3, … 

In one line it looks like this: 

…, o-2, u-2, a-1, w-1, o0, u0, a1, w1, o2, u2, a3, w3, … 

An interpretation described by visible events will be referred to as a visible interpretation. Each visible 

interpretation is unambiguous. 
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We assume that the ED model is described by its topology and its partial trace. On the basis of this 

description we look for an interpretation (one of the possible interpretations). Then, from the interpretation we 

can obtain the full trace and the probabilities. 

2.6.6 Characteristic 

Thus, an ED model must have an interpretation in order to be a model of the world, but this is not enough. That 

interpretation must have some meaningful characteristic. 

Each event has its characteristic – this is a fuzzy set of the states of the world in which the event occurs. 

Definition 11. The characteristic of an event is a function which for each state of the world gives the 

probability of that event to occur in that state. 

The difference between belief and characteristic is that belief describes a single state while a characteristic 

describes set of states. The sum of the probabilities in belief is one, while in the case of a characteristic that sum 

is between zero and infinity. 

An interpretation is a multi-value event, i.e. it consists of multiple events, each one with its own 

characteristic. The characteristic of an interpretation will be the set of all those characteristics. For the 

characteristic of an interpretation to be meaningful, all these characteristics must not be the same. 

Note: We will assume that everything which the states of the world “remember” and “know” is important. 

(This is the assumption that the model of the world is minimal. Later on we will add this assumption.) 

Therefore, if the characteristics of two events are different there is something important which makes that 

difference. 

Note: When the characteristic of an ED model is not meaningful, then the full trace is the empty set. That is, 

nothing interesting is going on. 

The best case is when the characteristics are sets (rather than fuzzy sets). In this case we will have a simple 

interpretation and a meaningful characteristic. 

It is important to know whether the model “remembers” important things. If it remembers only important 

things, then we will have a simple interpretation. If the model remembers only unimportant things, then we will 

not have an interpretation or will end up with an interpretation with a meaningless characteristic. 

For example, let us take a Fully observable MDP (FOMDP). This ED model “remembers” the last 

observation. Let us assume that in our world this is something unimportant. The FOMDP interpretation is 

visible, but the characteristic of this unique interpretation will be meaningless because whatever the last 

observation is, the expected state of the world will be one and the same (due to our assumption that in our 

world this information is unimportant). If in our world the last observation carries some important information, 

then the characteristic of the FOMDP interpretation would by meaningful. 

Let us now assume that the last observation is remembered by the state of the world (i.e. this is important 

information and each symbol in this information is important). Now that the world “remembers” the last 

observation, we can sort the states on the basis of this observation and obtain an equivalence relation. Then the 

FOMDP has a simple interpretation and it coincides with the visible one. 

Note: The above description applies to permanent patterns with a permanent trace. The pattern can also be 

transient (phenomenon) and in that case the interpretation will not apply to the full life, but only to certain parts 

of that life. (Phenomena do not occur all the time but only from time to time.) The moving trace also 

complicates the model. 

2.6.7 Examples 

Let us have event a and the ED model which remembers whether the occurrences of a add up to an even or odd 

number (Figure 3). 
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Figure 3 

Let us then assume that the odd or even number of occurrences of a is something important in our world. 

Then each state of the world “knows” this and we can sort the events in two sets (a set of even-number 

occurrences of a and all the rest). This gives us two simple interpretations of the ED model. We can relate the 

set of states in which the count of the occurrences of a is an even number to s1 or to s2. Each of these two 

interpretations will give us a trace. We can take the full trace, but to distinguish the two interpretations it would 

be sufficient to take a random, non-empty part of the full trace. The arrow probabilities are also determined by 

the interpretation, but in this case all these probabilities are 1. 

Now let us assume that the odd or even number of occurrences of a is something completely unimportant in 

our world. In this assumption the model in Figure 3 remembers only unimportant things. In this case the model 

will not have any interpretation because the interpretation needs something to start with. Neither does the state 

of the world know the state of model (s1 or s2), nor can we derive this information from the past and the future. 

Thus, there is not any function out there which can unambiguously tell between s1 and s2. 

If we waive the requirement that the model of the world remembers only important things, we may obtain a 

new model which will provide some interpretation, however, that interpretation will tell us nothing (will not 

give us a trace). Let us expand the model of the world by adding that unimportant information (whether a 

occurred an even number of times). We will replace each state s with the states <s, even> and <s, odd>. If 

state s “remembers” that the count of a occurrences is an even number, then state <s, even> will be reachable, 

while state <s, odd> will be unreachable (as if it does not exist). If none of the states remembers that fact, then 

all these new states will be reachable. In this case s1 will relate to all states <s, even> or to all states <s, odd>. 

In both cases there will be no trace because the probability of each event will be the average probability. 

For example, let us imagine our world in which we have the event “new day”. Sure the event is important, 

but whether it is an even-number day or an odd-number day is not important at all. What matters in this case is 

which day it is over a module of seven because this is the day of the week. The state of our world “remembers” 

which day it is over a module of seven. This gives us an ED model with seven states which has a trace. The 

trace is that Sunday is a non-working day. Thanks to this trace we can synchronize any life which is long 

enough and say, for any moment of time, which day of the week it is (which state the ED model is in). 

Although the ED model has seven possible interpretations, the partial trace “Sunday is a non-working day” 

helps us capture one of these possible interpretations. 

Another example in which the model has more than one interpretation: Let us have an ED model in which 

there is some non-deterministic transition to states s1 and s2. Let us split the set of states of the world which 

correspond to s1 or s2 in two groups on the basis of various properties. We can group them in “blue” and 

“green” or in “big” and “small”. A simple interpretation will correspond to each splitting. These interpretations 

can be many (if the set is countable the subsets will be a continuum). Certainly, the more distinctions are there 

in the partial trace, the less interpretations will be possible, while for a full trace we will have only one possible 

interpretation. 

2.7 Events 
We will examine two types of events: relevant and irrelevant, and three groups of relevant events: visible, 

invisible and semi-visible. 
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2.7.1 Visible events 

These will be the events which depend only on the trace of life (the actions and observations). They depend on 

what we have already seen and on what we are going to see. 

Note: Why do we say that an event may depend on the future? Because there will come a moment when the 

future becomes part of the past and because future can be predicted. Thus, a visible event will become a seen 

event at some later moment and can be predicted with a certain degree of confidence even before we have seen 

it. The future is unknown from the perspective of the current moment, but from the perspective of another 

moment it may already be known. For example, from the perspective of the endpoint of life, all future will 

already be part of the past and will be known. 

Let us have the set All of all infinite sequences of actions and observations: 

…, at3,  ot2, at1 , ot,  at+1,  ot+2,  at+3,  … 

These sequences are infinite in both directions (towards the past and towards the future). Important here is 

which is the current moment (where does the zero stand). Thus, each infinite sequence can be regarded as a 

function: ℤ    . 

Definition 12. Any subset of All is a visible event. 

In other words, for each infinite sequence of actions and observations and for each particular moment t we 

can say whether the event occurs or not. 

Now, with this definition the visible events have become too many. The members of All are continuum 

many meaning that the visible events are two to the power of continuum. 

We do not have the infinite sequence of actions and observations, but only a finite segment (we have the 

trace of a concrete life). We want visible events to be determined only by this finite segment. Then the visible 

event will have three possible values: True, False or “Do not know”. 

Definition 13. A visible event over a segment: 

1. Will be True if each and every continuation of the segment to an infinite sequence results in a sequence 

for which the event is True; 

2. Will be False if each and every continuation of the segment to an infinite sequence results in a sequence 

for which the event is False; and 

3. Will be “Do not know” otherwise. 

By reducing the visible events to segments we strongly reduced the number of these events. From two to the 

power of continuum the number is now continuum many. What kind of events were dropped out? Example: 

“Event A will occur infinite number of times”. If we reduce this event to a finite segment, it will always be “Do 

not know” because we can continue the sequence either way. Certainly, these events are not interesting because 

we are interested only in those events which we can understand at a given moment. 

We will not examine all visible events. Instead, we will examine only the computable ones, withal not all 

computable ones but only a small part of them. The most important visible events are the atomic ones: Ob(t) 

and Act(t). Composite events which are composed of visible events will also be visible events. 

2.7.2 Composite events 

We can combine a certain number of atomic events into composite events. The conjunction of atomic events is 

a composite event. 

If we choose to assign a name to the conjunction and convert it into an atomic formula, we will introduce an 

abbreviating symbol and it will be the name of the conjunction. (We will not observe a disjunction, but can 
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observe the conjunction of negations which is the same thing.) For any composite event we can introduce an 

abbreviating symbol and start observing it. 

We will introduce the conjunction abbreviation symbols by special heuristics which have a confidence 

coefficient of 100%. The form of these heuristics will be: 

A1(t-i1)  & A2(t-i2) & … & An(t)  Abbreviation(t) (100%), ij0, in=0. 

We will add n more heuristics for the negations: 

 Aj(t-ij)    Abbreviation(t) (100%) 

Thus, a conjunction of atomic events will become an atomic event after we determine an abbreviating 

symbol which designates that conjunction. 

Typically, heuristics are obtained through statistics and their confidence coefficient is less than 100%. That 

is why we will assume that the heuristics introduced here have been added by default. 

Another composite event is “A will occur before B”. We will express this event as follows: exist A after t 

before B in our case. This event is visible when A and B are visible. If in some infinite life events A and B do 

not occur after t, this composite event will be False. 

2.7.3 Invisible events 

Here we will discuss Invisible Single-Moment Events (ISME). Certainly, from ISMEs we can obtain other 

invisible events (e.g. by conjunction). 

An ISME is an event which reflects the possible past and the possible future at a particular moment t. It will 

depend on only one state of the world. The interpretation of an ISME will be a set of states of the world. 

Note: Why is the interpretation of an ISME a set of states of the world rather than a characteristic? Because 

we consider that the model of the world is fixed and for each state of the world an ISME is either True or False. 

If we change the model of the world then some of the states of the new world may correspond to a belief of 

states of the previous world. Once we change the world we will also change the interpretation. For each ISME 

we can choose a model of the world in which the interpretation of this ISME is a set. 

The interpretation explains the meaning of an ISME in a concrete world, but we are going to describe 

ISMEs in any world. Therefore, we will look at the things from the perspective of the agent, not from the 

perspective of the world. 

The possible future can be presented as the tree of all possible developments. We will assume that the 

possible past can also be presented as a tree. Then the possible past and the possible future can be presented as 

a tuple of trees. Let All2 be the set of all such tuples of trees. 

Definition 14. Each subset of All2 will be an ISME. 

According to this definition there are too many ISMEs. We will describe six ISME types which are 

important to us. 

2.7.3.1 Always occurs 

An example of this type of event is “Event A will always occur in future”. (Likewise, for the past: “Event A has 

always occurred”). We would like to draw some borderline. That is why we will generalize this event to the 

following: “In the future, event A will occur always until the moment at which event B occurs”. The concise 

expression of this event will be A from t until B. 

It makes sense to try and find some heuristics which predict this ISME. For this purpose we will use 

statistics over lived experience and will select some conjunction which is a candidate for antecedent of the 

heuristic. Let this conjunction be True m times and let us assume that in k of these times A from t until B has 
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been True. Then k/m appears a good candidate for a confidence coefficient. This candidate however does not 

reflect the specificity that at a low m values the confidence is also low, so it is better to have (k−1)/m. In this 

case the coefficient will be below 100% but will tend to 100% when k=m and when m tends to infinity. 

Let us assume that in our conjunction there is an invisible event. We will also assume that on the basis of 

certain heuristics this invisible event is True. We can obtain this information from the guesses Gt. If there are 

several guesses for the invisible event, then let R be the highest confidence coefficient possible. In this case we 

will insert in the counters (in which we accumulate k and m) R instead of 1. In this way we acknowledge that 

the antecedent may not always be True. 

2.7.3.2 Will occur 

This type is similar to the event “A always occurs“, but cannot be obtained from it by two negations because we 

will be left with the event “A may occur”. The latter means that A will occur in some paths of the possible 

future, but we want A to occur every time (in each possible life). 

Accordingly, we will introduce a new invisible event: “A occurs before B” and will express it in the 

following way: exist A after t before B in all cases. 

Again, we can use statistics in order to find some heuristics which can predict this event. We should add 

here that the predictions should include the case “Do not know”. This is the case when life ends before event A 

or B has occurred, meaning that we do not know which one (A or B) would occur if life goes on. 

There is some difference between “in our case” and “in all cases”. The first means that the event will occur 

in our life, while the latter means that the event will occur in each possible continuation of the future. The event 

“exist A after t before B in all cases” is invisible even if A and B are visible. 

2.7.3.3 Will occur with probability p 

The event “A occurs between t and B with probability p” is different from the previous two events. The two 

events defined above have the properties “retain 0” and “retain 1”. When an event “retains 0” this means that 

when it is False in two states, it is False in any belief made of these two states. By analogy, the same applies to 

the property “retain 1”. 

The event at hand can be False in two states, but can be True in a belief made of these states. For example, 

let in these two states A occur with probabilities 1/4 and 3/4. Then from the two states we can make a belief in 

which A occurs with probability 1/2. 

2.7.3.4 Feasible event 

The event “A is feasible” sits between the events “A may occur” and “A will occur”. 

“A is feasible” means that there is some algorithm P such that when the agent executes P then A will occur. 

An example of algorithm is Act(t+1)=a. It goes without saying that the algorithm can be much more 

complicated. 

How can find some heuristic for “A is feasible”? Again, let us select an conjunction which is a suitable 

candidate for antecedent of the heuristic. Then we will consider different cases. For each case we will find 

some algorithm P and an heuristic which tells us that if the antecedent is in place and if we execute algorithm 

P, then A will occur. If we cover all cases we can conclude that if our antecedent is in place then A is feasible. 

2.7.3.5 Test event 

Test events are discussed in detail in Dobrev (2017a). 

An example of a tests event is “If we press the door handle, the door will open”. We can call this event “The 

door is not locked”. The value of the test event does not depend on whether we have made the test. Thus, the 

door may be locked regardless of whether we checked this or not. 
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2.7.4 ED model state 

Let us have some ED model and try to find the interpretation of that model. For each state Si of the ED model 

we will add the event Ei which will be True when the ED model is in state Si. We will try to find a simple 

interpretation, i.e. we assume that Ei is an ISME. 

For each arrow of the ED model we will add one heuristic: 

Ei(t) & A(t)  Ej(t+1) (per cent) 

 where A is an observed event and the arrow is over that event from Si to Sj. 

We will describe the partial trace in a similar way. For each distinction we will add the following heuristic: 

Ei(t)  A(t) (per cent) 

 where Si is the state, A is the distinctive event and the per cent reflects the probability. 

With these heuristics we can guess the current state of the ED model and then use the trace in order to 

predict the additional events. 

2.7.5 Semi-visible events 

We need to add semi-visible events because of incorrect moves. In order to realize that a move is incorrect we 

have to try to play it. Accordingly, these events will sit between the visible and the invisible ones. These will be 

events that we will see if we look. 

We will introduce an atomic event (Correct) and two heuristics which define that event. 

Act(t)=a  Correct(a, t) ( 100% ) 

This heuristic tells that if at moment t we executed successfully action a, then action a was correct at that 

moment. The next heuristic tells us that if at moment t we tried unsuccessfully to execute action a, then action a 

was incorrect at t. 

UnsuccessfulTry(a, t)   Correct(a, t) ( 100% ) 

The guess UnsuccessfulTry(a, t) will be a different guess. Instead of deriving it through heuristics we will 

add it in gt by default at each unsuccessful attempt to execute action a at t. This is the way to add information 

about unsuccessful attempts. 

Why do we add the information about unsuccessful attempts to the guesses? We assume that at any moment 

the world knows which move is correct and which is incorrect, but does not know which incorrect moves the 

agent has tried to play. This means that the information about unsuccessful attempts will be visible only by the 

agent. 

The two default heuristics which we added have a confidence coefficient of 100%, but there may be other 

statistics-derived heuristics which also tell us whether a move is incorrect. It makes sense to assume that when 

the agent is trained she will come to know which move is correct even without trying to play it. This training 

will come from the additional heuristics which the agent will derive through statistics. 

2.7.6 Irrelevant events 

In addition to the relevant events there will be irrelevant ones. These are events which we will ignore and will 

not bother to understand. 

Here are three examples of irrelevant events: 

1. “Which life are we living now?” Given that our lived experience is a sequence of many lives, we can ask 

the question “Which is the serial number of the life we are living now?” 
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We can assume that the behavior of the world will not change across lives, but it makes sense to assume that 

in her first life the agent will make certain errors due to lack of experience which she will avoid in the next 

lives. Nevertheless, we will regard this question as irrelevant and will therefore ignore it. 

2. “How old am I and how much time is left for me?” We will ignore this question, too. In other words, we 

will ignore the parameters t and k-t. Here is why we ignore this question: We imagine that our agent is eternally 

young and does not get older as life goes on. As concerns k-t, nobody knows how much time is left for them to 

live. 

Later we will define an extended model where t and k-t matter, but we are only interested in events which if 

True in one life will remain True in any forward or backward extension of that life. Hence we are only 

interested in events which do not depend on t and k-t. 

3. We will also regard as irrelevant the events which produce unimportant information. In Section 5.7 we 

already provided an example in which it does not matter whether the count of occurrences of an event adds up 

to an even or odd number. 

2.7.7 Related work 

What is an event and who introduced the term event in AI? The term was first introduced by Xi-Ren Cao. He 

introduced events in his paper Cao (2005). 

Subsequently, in 2008 Xi-Ren Cao and Junyu Zhang provided a definition of the term event in their paper 

Cao and Zhang (2008). That definition is not good enough, because it depends on the model and because it 

suggests that the last state in which the model has been is remembered, but this is not something worth 

remembering. This is how their definition of event looks like: 

E  S ⨯ S  for a special model 

E = {<si-1, si> | if E happens at moment i} 

Why does this definition depend on the model? Because Cao and Zhang assume that there is only one model 

of the world, which is not the case. In Dobrev (2019a) we prove that the world has many models and 

furthermore that there is a Minimal and a Maximal model of the world. Minimal and maximal in this case refer 

to what the states of the model know about the past and about the future. 

What should the definition be, then? 

E  S  for any model 

E = { si | if E happens at moment i} 

In the various models the state can “remember” a larger or a smaller piece of the past. In Xi-Ren Cao’s 

definition the state remembers the last state in which the model has been. As we mentioned already, this is not 

something worth remembering. If we decide to remember something, it would be better to remember the last 

action of the agent. This will make it obvious that the agent’s actions are events. 

While the definition in Cao and Zhang (2008) is not perfect and needs to be improved, this does nowise 

diminish the credit owed to Xi-Ren Cao because he was the first to realize that observing the actions only is not 

enough and therefore we should generalize to the wider class of events. 

Indeed actions tell us everything, but they provide too much information. Where a model monitors each and 

every action, it is flooded and overwhelmed by an excessive flow of information. By generalizing actions to 

events we can reduce the inbound information and stay only with the “important” things. 

Note: In MDP, observations are not among the monitored events, but they are detected by trace. The trace 

specifies the current state and thus the observations are taken into account. 
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Note: The term event is used in many papers, but usually with another meaning. In Lamperti, Zanella and 

Zhao (2020) for example, event is meant as an observation. While an observation is a special case of an event, 

for us event is a more general concept. 

2.8 The world 
Before creating a language for description of worlds we must be clear about what is a world. We will define the 

world through its perfect models. The idea is the following: Imagine that you have a painting and a perfect 

copy of that painting. The copy is so perfect that one cannot tell the copy from the original. In this case we can 

assume that the original painting and its copy are the same thing. 

The world will consist of a model (which will be a Simple MDP) and an initial belief which will show us 

where life is expected to start from. We will want the model to be both perfect (so it cannot be improved any 

further) and minimal. 

While the minimal model is not unique and even the perfect minimal model is not unique, for every pair of 

two perfect minimal models we can say that the states of the first model can be expressed as beliefs of the states 

of the second model. 

2.8.1 The minimal model 

A minimal model is one the states of which do not know any redundant facts. That is, they do not remember 

anything redundant about the past and anything redundant about the future. A redundant (unnecessary) fact of 

the past is one which does not have any impact on the future. If it does not affect the future, is it worth 

remembering? A redundant fact about the future is one which does not depend on the past (i.e. cannot be 

predicted from the past). Does it make sense to have the model know unnecessary (redundant) things about the 

future? For example, when you receive a letter but have yet opened it, does the world know what does the letter 

say? We will assume that the past can nowise help us predict the content of the letter. In this case the content of 

the letter is something redundant for the world, so the world does not need to know it. The world can decide 

what the content of the letter is only when you open it. 

Of course you assume that you live in a real world and the world knows what is in the letter even before you 

open it. But imagine that you live in a computer program (as in the movie The Matrix) and the world will 

decide what must happen in the last minute. Thus, the world will decide what is in the letter not at the time it 

was written but as late as when you open it. 

The content of the letter is something redundant for the world, but not for the agent. This fact is important 

for the agent because it is related to its future, but will be unpredictable by the agent because it is unrelated to 

the past. Although the fact is unpredictable, the agent will try to predict it because there is nothing to tell her 

that the content is unpredictable and therefore her attempts will be futile. 

2.8.2 The perfect model 

As we said, the states of a minimal model do not know anything redundant. Now we say that the states of a 

perfect model know everything useful. Therefore, the states of a perfect minimal model know exactly what 

needs to be known (everything useful and nothing redundant). 

There are many ways to say that a model is perfect: 

1. The model has the Markov property. 

2. The future depends only on our state of departure and does not depend on how we have arrived at that 

state. 

3. The model cannot be improved any further into another model capable of making a better prediction of 

the future on the basis of past. 
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4. No state can be divided in two states such that the two new states have different past and different future. 

A different past means that we would be able to distinguish the states on the basis of what happened. To 

distinguish them means to distinguish with certainty or to say that the one is more probable than the other. It is 

not mandatory for each possible past to distinguish the two states. Just one possible past that can distinguish the 

two states is sufficient. By analogy we can say what it means when two states have a different future. 

These definitions of a perfect model are all equivalent. The state of the perfect model need not be split in 

two because it knows everything useful. If we split the state in two on the basis of the past, the two new states 

will know something more about the past, but that thing will not be useful and therefore the new states will be 

bound to the same future. 

Question: If we pick randomly some model, will it be a perfect model of some world? The answer is yes. 

Every model is a perfect model of some world. Every model describes some world and if we assume that it is 

the best possible description and that description cannot be improved any further, then the model is perfect. Of 

course there are infinitely many worlds for which that model provides some partial description which can be 

improved. The main question is: “Have we found the perfect model exactly of the world we are trying to 

describe?” The answer to this question is that we do not know. All we know about the world is our lived 

experience. This experience can occur in infinitely many worlds. Certainly, we are looking for the simplest 

model that matches our experience (this principle is known as the Occam’s razor). 

In fact, we cannot even be sure that the model built on the basis of our lived experience is correct. There are 

some probabilities in the model which we determine by statistics. When the collected statistics are limited these 

probabilities may not be accurate, but if we assume that the statistics are sufficient then the only question left 

would be whether the model is perfect. 

We will not try to find a perfect model of the world. All we need is a sufficiently good model which works 

for us. In Dobrev (2021b) we explained why trying to find a perfect model of the world is an overly ambitious 

goal. Nevertheless, we will assume that a perfect model of the world does exist and that model provides the 

definition of the world. 

Furthermore, we are not looking for a minimal model of the world because it would make us admit that 

certain events are unpredictable. As a rule, we will try to predict any event even though we assume that the 

result from certain events (such casting a dice) is unpredictable. 

2.8.3 The basic model 

Definition 15. A basic model of the world is every perfect and minimal model of the world. 

We will assume that each world has a basic model which provides the definition of that world. A model can 

be the basic (perfect) one of a certain world, but for another world it may be just an ordinary (imperfect) model. 

The states of the basic model know everything useful both about the past (everything that could have 

happened) and about the future (everything that can happen going forward). 

Note: Various authors may use different terminology. This, the term used in Schofield and Thielscher 

(2019) is “game” instead of “world”. Likewise, Schofield and Thielscher use “Game Description Language” 

instead of “Language for Description of Worlds” as well as “Imperfect Information” instead of “Partial 

Observability”. We can imagine the world as a game and, vice versa, a game can be thought of as a world in its 

own right. The Mystery group uses this idea in their song “The World is a Game”. 

2.8.4 Simple MDP   

Worlds are usually described using Markov decision process (MDP). We will simplify the MDP and create a 

Simple MDP. 
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Why does MDP need simplification? Why do we claim that there is a degree of needless complication in the 

MDP? There are two reasons for this. 

First, MDP conceals the fact that besides being a model of the world it also models the agent. Indeed, the 

world and the agent form a single system, so one cannot describe the first without describing the latter. In other 

words, MDP describes not only the behavior of the world but also the behavior of the agent. If you look closely 

at the MDP you will see that according to MDP the agent does whatever she wants. Doing whatever you want 

is also a kind of behavior, though it is the most liberal behavior possible. What is the probability for the agent to 

choose a particular action? We do not know – the agent is free to do whatever she likes, so the probability is in 

the interval [0, 1]. 

Second, the MDP restrains the world and forces it to follow some fixed policy. I.e., in MDP the agent is 

unrestrained and free to do anything, while the world is restrained to a fixed policy. 

2.8.5 Fixed policy 

What is a fixed policy? For example, this is the case when in a given situation you always turn left. Even more 

so, this is an extreme policy because always left and always right are two extreme possibilities. But, in a 

scenario when you toss a coin and if it falls heads then you turn left you will be executing a fixed policy with 

probability 1/2 (exactly 1/2). If the probability is different then you are executing a different fixed policy. If you 

turn left or right as you like, then you will not execute a fixed policy and instead will turn left with probability 

in the interval [0, 1]. 

Do you have free will (freedom of choice) when executing a fixed policy? The answer is no. When you toss 

a coin, it is the coin which makes the decision, not you. Thus, in MDP the agent enjoys absolute freedom when 

choosing her move. In MDP the agent is not restrained by anything, while the world is absolutely restrained as 

it is forced to execute a fixed policy. 

2.8.6 Extreme policy 

An extreme policy is a fixed policy in which every probability is set to its minimum or to its maximum value. 

How can we select an extreme policy? If the probabilities are determined by the intervals [ai, bi], we will 

select the extreme value of one of these intervals (i.e. we select either a or b). If we select b, this may shorten 

the remaining intervals. Then we will select one of these remaining intervals (probably shortened) and so forth. 

In this way we select a fixed policy where every probability is extreme (i.e. it cannot be increased any further or 

it cannot be reduced). 

When we make a reference to policy in Simple MDP, we will mean a policy shared by the agent and the 

world. To put it another way, the two of them have colluded to implement two policies, the combination of 

which is the policy of the Simple MDP. In the MDP, references to a policy are in fact references only to the 

policy of the agent because in the MDP the world is bound to a fixed policy and has nowhere else to go. Then, 

the agent’s policy in the MDP is in fact an extreme policy (each one with probability either 0 or 1). What 

makes extreme policies sufficient in the MDP? When we purse a certain goal and have to decide left or right, 

typically there are three scenarios: 1) our goal will be better served when we go left; 2) our goal will be better 

served when we go right; and 3) it does not matter whether we go left or right. If we assume that in the third 

scenario we choose to go left, then we end up with an extreme policy. This makes extreme policies sufficient in 

the MDP. Certainly, this does not apply to each goal. If the goal is diversity (tour around as many states as 

possible), then we should alternate left and right. 

The good thing about extreme policies is that when the states are finitely many, then the extreme policies are 

also finitely many, while the fixed policies usually are continuum many. 
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2.8.7 From MDP to Simple MDP 

The MDP can help us describe only part of the worlds. These are some very peculiar worlds where the nature 

does not have free will as it is forced to execute a fixed policy. If an agent with free will lives in such a world, 

the world cannot be described by MDP. Let us take the world of the chess game where is a second agent who 

plays against the protagonist. Let us assume that the second agent is not deterministic (she is not bound to play 

some extreme policy). Suppose that she even does not play a fixed policy. So, we let the second agent loose 

and she can play whatever she wants. This type of world cannot be presented by the MDP, but we can describe 

it using the Simple MDP. The difference between the two models is that instead of exact probabilities, in 

Simple MDPs we operate with probability intervals. 

The MDP is needlessly complicated because it obscures the fact that the probability of the agent’s actions is 

actually the probability interval [0, 1]. While the arrows over actions come with probabilities, rather than 

determining the probability of the action these probabilities determine indirectly the probability of the 

observation. (The observation has some influence to what the next state of the MDP model will be, but that 

influence is very subtle and indirect. The arrows define, in a non-deterministic manner, several possible states 

and some of these possibilities are dropped out on the basis of the observation. With Simple MDP things are 

much more straightforward because the Simple MDP includes arrows over observations which directly indicate 

the influence of the observation on what the next state will be.) 

In MDP the state has past, present and future. That is, something has happened before the state, something is 

happening within the state and something will happen after the state. The Simple MDP state has only past and 

future because nothing happens within the state. In the MDP state there is some observation. There are two 

equivalent definitions of MDP. We will name them monochromic and polychromic. With the monochromic 

definition in the state there is only one possible observation, while the polychromic definition says that in each 

state there are several possible observations and each observation comes with a fixed probability. This means 

that the model in the monochromic definition is not minimal because the state “knows” exactly which 

observation will come up and that knowledge may not follow from the past. It may be the case that the past 

provides for a non-deterministic transition between several monochromic states. Minimality will occur if these 

several monochromic states are replaced with a single polychromic state wherein each observation comes with 

its probability. 

2.8.8 Definition of Simple MDP 

We will present the Simple MDP as a finite automaton (except for the requirement that the number of state is 

finite). More precisely, we will present it as a probabilistic automaton because over the arrows we will have 

probabilities. Even more precisely, we will present it as interval-valued probabilistic automaton because over 

the arrows instead of probabilities there will be probability intervals. 

With the MDP there is only one type of state due to the fact that in MDP it is always the agent’s turn to 

make a move. The world in Simple MDP will be a game between the agent and the world. Thus, there will be 

two types of states of the world: 1) states in which it is the agent’s turn to make a move and 2) states in which it 

is the world’s turn to make a move. 

Each arrow in MDP stands for one move. This move comprises some action by the agent and some response 

by the world. (The response of the world is the observation which the agent sees.) In Simple MDP each arrow 

will represent a ply (half move). This half move is either the agent’s action or the world’s response. 

Definition 16. Simple MDP is a graph (UW, AO) with two types of nodes and two types of arrows: 

 U are the states of the world when it is the agent’s turn to make a move (the agent will execute some 

action); 

 W are the states of the world when it is the world’s turn to make a move (the world will display some 

observation to the agent); 
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 A are arrows which represent actions (A-type arrows); 

 O are arrows which represent observations (O-type arrows); 

 If uU, then the arrows departing from u are A-type arrows and the arrows ending in u are O-type 

arrows; 

 If wW, then the arrows departing from w are O-type arrows and the arrows ending in w are A-type 

arrows. 

 A    [0, 1]  [0, 1], meaning that each A-type arrow is associated with some action and a 

probability interval; 

 O    [0, 1]  [0, 1], meaning that each O-type arrow is associated with some observation and a 

probability interval; 

We must add something about the probability intervals. When the probability is fixed (the length of the 

intervals is zero), then the sum of the probabilities of the arrows which depart from one node must be 1. When 

the probability is not fixed, then we will consider the probability intervals (of the arrows departing from one 

node) as a description of a set of vectors of fixed probabilities, wherein the sum of each of these vectors is 1. 

This means that the intervals [ai, bi] describe vector pi, where ai  pi  bi and (pi) = 1. We will want this 

description to describe at least one probability vector (i.e. the set of the described vectors must not be the empty 

set). We will also want the description to be optimal (meaning that each shortening of the intervals will remove 

some vector from the set). In Dobrev (2017b) there are several inequalities which must be true for the 

description to be both non-empty and optimal. 

2.8.9 MDP as Simple MDP 

How can we present MDP as a Simple MDP? In MDP all arrows are over actions, which makes them A-type 

arrows. Each arrow will remain in the Simple MDP, the only difference being that its probability p will be 

replaced with the interval [0, p]. Hence, if the agent chooses that action, then she will choose that arrow with 

probability p and in the opposite case will choose that arrow with probability 0. Where the action is only one 

(no arrows over other actions depart from the state), then p is replaced with the interval [p, p]. 

How do we change states? Each state s is replaced with two states (w and u) which belong to type W and 

accordingly to type U. All arrows which previous arrived at state s will now arrive at state w and the arrows 

which previously departed from s will now depart from u. We will add additional arrows from w to u. The 

number of these additional arrows will be equal to the number of possible observations ob in s. Each such 

arrow will be of type O, will be over the corresponding observation ob and will be associated with the 

probability interval [p, p], where p is the probability of the observation ob in s. What shall we do in the case of 

the monochromic definition (where each state has one and only one observation)? Then there will be only one 

arrow from w to u and its probability interval will be [1, 1]. 

The resulting Simple MDP will describe the same world as will the MDP. If the MDP model has been 

perfect, then the resulting Simple MDP will also be perfect. The same applies to minimality. 

So we have proven that all worlds which can be described through MDP can also be described through 

Simple MDP but not vice versa. In other words, Simple MDP expands the notion of world. 

2.8.10 Initial belief 

Before we can describe the world we need to add an initial state. We prefer to have a set of possible initial 

states instead of a single initial state. Each of these possible states comes with some probability. If this 

probability is fixed, we will have a structure which we will designate as fixed belief. 

Definition 17. Fixed belief: 

 M  UW 
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 M  [0, 1] 

This means that we have a set of states and have matched each state in that set to a fixed probability. The 

sum of these fixed probabilities must be 1. In this case saying that sM is not much different from saying that 

the probability of s is zero. In most papers our notion of fixed belief is called belief, but here belief will be 

something more complex. 

Definition 18. A generalized belief is the set of fixed beliefs. 

For the sake of simplicity instead of generalized belief we will use just belief. 

We will assume that the world is described by one Simple MDP and one initial belief. Which initial state do 

we expect to depart from? First, from the members of the initial belief we pick one fixed belief. How do we 

pick it? Any way we wish, here we have randomness with unknown probability. Then from the selected fixed 

belief we pick a concrete initial state with the probability given by that fixed belief. 

The meaning of the notion initial belief can be inferred from lived experience and from the statistics of the 

world. This is the expectation about what the initial state of the world will be. 

2.9 Interpretation 
We already explained what is an interpretation of an ED model, but have not yet explained the interpretation of 

an event. 

We will introduce the extended model. We will obtain it by adding the past and the future to the basic 

model. Thus, while the states of the basic model know what could have happened and what can happen going 

forward, the states of the extended model will know what exactly has happened so far and what exactly will 

happen from this moment onwards. 

The interpretation of an event will be a set of states of the extended model. Each event will have its own 

probability because each state of the extended model will have its own probability. 

In order to simplify the explanation, we will assume that the world is cyclic. The property of being cyclic is 

characterized by two things: 

1. Each event that has already happened may happen again. 

2. The initial belief is the invariant belief. Thus, the question “In which state do we expect to be at the initial 

moment?” coincides with the question “In which state do we expect to be at a random moment?” 

The good thing about the cyclic world is that in it the backward probability does not depend on t. Another 

advantage of the cyclic world is that in it we can define a probability for each state of the basic model and that 

probability will not depend on t either. 

2.9.1 Possible future 

The possible future is a sequence of observations, actions and sets of incorrect moves. These sets are finite and 

that is why the possible future is a word over an alphabet composed of n+m+2 

m letters. 

For each state s we can describe the possible future as an infinite tree of all words which the future can 

produce if we start from s. Each node of the tree will be associated with some word (possible future) and some 

probability (probability interval). 

The probability is the product of the probabilities which we have captured in the Simple MDP model when 

we start from s and read the word in question. (Arrows are associated with actions and observations, while U-

type states are associated with sets of incorrect moves.) If the word in question can be read in two or more 

ways, then the probability is equal to the sum of the various probabilities which may be obtained by the 

different readings. 
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Where the probability is an interval of probabilities we should explain how probability intervals are added 

and multiplied. 

[a1, b1] . [a2, b2] = [a1.a2, b1.b2] (Multiplication) 

[a1, b1] + [a2, b2] = [a1+a2, min(b1+b2, 1)] (Addition) 

How the tree of the possible future looks like? The number of arrows over one action which depart from one 

node cannot be more than one, but the number of arrows over one observation can be more than one. When all 

moves are correct then the tree is simple and the arrows over observations cannot branch out, either. The 

presence of incorrect moves makes the tree more complicated because from one node there can depart several 

arrows over one and the same observation, but they will end in nodes which correspond to different sets of 

incorrect moves. 

We will assume that none of the arrows is associated with a probability of zero. If there is such probability, 

we will remove that subtree. If we let some arrows have zero probabilities, then the tree will not be unique. 

2.9.2 Possible past 

We prefer to reuse the definition of the possible future and apply it to the possible past. However, we have a 

problem here. For each arrow we will need its backward probability, that is the probability of arriving from that 

arrow. (We already have the forward probability, but it means something else: how probable it is that we 

departed over that arrow.) 

We can define the backward probability by the statistics of the world. Its value will be k/m, but m here will 

express the number of times we have been through the head of the arrow (not through its tail). The problem 

here is that in defining the forward probability we assumed that it is permanent and does not depend on t (i.e. 

does not depend on the step at which we are). However, when defining the backward probability it may turn 

out that it depends on t. 

In order to calculate the backward probability, we will need the forward probability and something else, 

namely the probability of each state. In the initial moment we can present that probability through an initial 

belief. For each next moment we can calculate the next belief by using the initial belief and the forward 

probability. 

The formulas for this purpose are: 

𝑚𝑖. 𝑝𝑖 = 𝑚 . 𝑞𝑖 
 

𝑞𝑖 =
𝑚𝑖. 𝑝𝑖

𝑚
 

 

𝑚 = ∑ 𝑚𝑖. 𝑝𝑖 

Here qi are the backward probabilities of some state s. The index i runs the previous states (the states of 

departure of an arrow which arrives at s). The probabilities pi are the forward probabilities of the arrows which 

depart from the previous states and arrive at state s. The probabilities mi are obtained from the previous belief. 

These say how likely it is that we have been in some previous states at the previous moment, while the 

probability m says how likely it is that at the next moment we will be in state s. 

The basis of the first equality is that the probability of departing from a certain state over a certain arrow is 

equal to the probability of arriving at the next state over the same arrow. The formulas above determine the 

backward probabilities qi in all cases except one. This is the case when m=0. In this case we can assign to qi 

any values we wish (as long as the sum of qi is 1). 

Thus, for each step t we obtain some belief and backward probabilities which depend on step t. We defined 

the possible future as an infinite tree, but the possible past will be much more complex. It will be a countable 
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set of trees. At moment 0 we will not have any past (i.e. a tree with a depth of 0). The possible past at moment t 

will be presented as a tree with a depth of t. 

Preferably, the possible past should be as simple as the possible future. For this purpose the expectation 

about the state in which we are must be constant (independent from step t). 

2.9.3 Past vs Future 

In this PhD thesis the past and the future are absolutely symmetric. This symmetry comes from the fact that we 

present life as a path in a certain graph. The direction we follow does not make a difference, i.e. moving 

forward in the direction of the arrows is not any different from moving backward against the arrows. 

At a first glance it appears that there is some difference between forward and backward probabilities, but in 

fact there is not any difference between these probabilities, either. The forward probabilities are constant, while 

the backward probabilities depend on t, but this is because we first establish the forward probabilities and 

thereafter establish the backward probabilities. With the inverse approach (establish the backward probabilities 

first and on their basis establish the forward probabilities) the backward probabilities would be constant and the 

forward probabilities would depend on (k − t). Certainly, when we walk backwards we need to have a final 

belief instead of an initial belief. Hence, we must depart from some final belief. 

Later on we will introduce the notion of cyclic world. This will be a special case where the forward and 

backward probabilities do not depend on t. In this way we will demonstrate that in the interesting case the past 

and the future are absolutely symmetrical. 

2.9.4 Free will 

We assumed that the world and the agent may have free will (freedom of choice). I.e. we suggest that the world 

and the agent can do whatever they like (but within certain limits). Since we describe the world through 

statistics, the players must make use of their freedom, otherwise the model will not be able to capture that 

freedom. 

If the agent and the world do not exercise their freedom to the fullest extent, these statistics will produce 

some abridged model of the world which reflects only the actual behavior of the players. 

For example, in a chess game the agent and the world have some correct moves and can play any of them. 

But in an actual game they will not play each and every correct move, e.g. we may reasonably suggest that they 

will not make stupid errors. If we use statistics to describe the chess game, the probability intervals perhaps will 

be shorter, i.e. the resulting model will not capture all of the possible moves. This will reflect the actual 

behavior of the agent and of her opponent (there are possible moves which the two of them will never play). 

In chess there is one rule which says: “You cannot make a move if it enables the opponent to capture your 

king in the next move”. We can say that such a move would be a stupid error and the rules of the game prohibit 

stupid errors. So, this rule reduces the number of correct moves. If we prohibit other stupid errors we will end 

up with a more abridged model in which the behavior of the world and agent will be even more restricted. 

2.9.5 Invariant belief 

We wish to have an initial belief such that the next belief is the same and every next belief is the same. I.e. we 

wish the initial belief to be an invariant one (an invariant point). 

We will assume that the probability interval of each arrow is different from 0 (i.e. the interval can be [0, p] 

but cannot be [0, 0]). 

Definition 19. A trap is a group of states which one can enter but can never exit. 

If there are not any traps in the world, then each connected component will be a strongly connected graph. 

Let us assume that in each connected component we have selected one strongly connected component to be the 
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main one (let’s call it the kernel of the connected component). There are not any traps in the world if and only 

if there are not any inflows and outflows. 

Definition 20. Inflow is a group of states from which there is a way into the kernel, but no way back. 

Definition 21. Outflow is a group of states to which there is a way from the kernel, but from which there is 

no way back. 

For an invariant belief to exist, the probability of coming from an inflow has to be zero. Otherwise, the 

probability of being in the inflow will decrease, but it has to be constant. Therefore, for invariant belief to exist, 

there must be no inflows. Analogically for outflows. 

2.9.6 Cyclic world 

Let us first define the concept of compact world: 

Definition 22. A compact world is a world without any inflows and outflows. 

Definition 23. A cyclic world is a world which satisfies the following three conditions: 

1. There is a path between any pair of states (strongly connected graph); 

2. The probability interval of each arrow is different from 0; and 

3. The initial belief of the world is the set of all invariant fixed beliefs. 

The first condition means that the cyclic world is compact and has one connected component. The second 

condition ensures that we can go into every state with some probability if there is some support from the world 

and the agent (through their free will). The third condition means that the following two questions have the 

same answer: 

1. Which state do we expect to depart from? 

2. In which state do we expect to be after some very long life, regardless of our state of departure? 

We will assume that the world is compact and even cyclic. The good thing about the compact world is that 

the backward probabilities are unambiguously defined so that the possible past is simple (it is one tree). The 

good thing about the cyclic world is that we can define unambiguously the invariant belief and thereby provide 

a more simple definition of the extended model. In the opposite case the expectation as to which particular state 

we are in will depend on connected component and on the way in which the initial belief distributed the 

probability over different connected components. 

In Dobrev (2000) we assumed that our objective is to find some AI which will work well in worlds that are 

free from fatal errors. The assumption in Dobrev (2000) was that if some AI works well in this kind of worlds, 

it would work well in any world. The same assumption can be made in respect of the cyclic worlds. 

Can we say that a cyclic world is free from fatal errors? In the next sections we will see that if a world is 

cyclic and is not hostile, then any error would not be fatal. What do we mean by a hostile world? We said that 

the world enjoys some freedom of choice so it can choose its strictly defined policy from a pool of strictly 

defined policies. A hostile world can intentionally choose a policy which works against the agent. Then the 

agent may end up in some concavity without being able to crawl out of it because the world would not let her 

get out. If the world is not hostile (i.e. if it is impartial or even good-minded and helpful), then the agent would 

be able to get of any concavity it falls in so there will not be any fatal errors. 

2.9.7 A unique belief   

When is the invariant fixed belief unique? Let’s look at the more simple case when we have a fixed policy (i.e. 

the probabilities pi are fixed). Let also the probabilities pi be different from zero. And finally, let the world be 

cyclic. 
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In this case we would have a unique invariant belief (that belief will be fixed). We can calculate it by solving 

a system of equations. Another way to obtain this fixed belief is through the statistics of the world. We can pick 

some very long life. It does not matter which is the initial state. Let then m be the probability of us being in 

state s. That probability will tend to the value given to us by the unique belief. Here we do not mean the 

probability at moment t, but the average probability. The reason is that the probability may have a waveform 

pattern and at the moment t it may be divergent, while the average probability is convergent. 

So we obtained an invariant belief which answers the natural question: “Which state do you believe the 

world is in?” 

Let us now the world be compact, but not cyclic and let there be two connected components. Then the 

invariant belief will not be unique because we can distribute the probability of the two connected components 

in any ratio (e.g. 1:1 or 1:2). 

Now let the world be cyclic, but with a fixed policy where some probabilities are equal to zero. Then this 

policy will divide the world in concavities with flat bottoms and surroundings around the concavities. Once we 

hit the bottom of a concavity we will never be able to get out of it. If we depart from some surrounding around 

a concavity will end up in the bottom of that or of some other concavity. In this case the invariant belief will not 

be unique because the probability in the surroundings around the concavities will be zero (it will be distributed 

across the bottoms of the concavities). The problem is that the probability can be distributed in any ratios across 

the bottoms. 

How can we in this case construct a unique belief? Let us look at the limit where the probabilities pi are 

different from zero, but tend to the ones we have. In this way we will find the natural distribution of the 

probabilities over the various bottoms. This is how we can find a unique invariant belief when the policy is 

fixed. 

If we take the set of all fixed policies (which fall within the probability intervals) we will obtain a set of 

fixed beliefs. That will be the generalized belief which answers the question: “Which state do I believe I am?” 

For each state of basic model the generalized belief will return one probability interval. That interval will tell 

us how likely it is that we are in a certain state of the basic mode (the probability of us being in that state). Let’s 

designate this interval with the function expected. 

2.9.8 Extended model 

We said that the states of the basic model know everything useful and nothing redundant. In the extended 

model we will add one piece of redundant information. We will add the entire life (the trace and the backbone). 

This information is “redundant” because the state of the basic model “knows” what is the possible past and the 

possible future, but does not know what exactly happened in the past and what exactly will happen in the 

future. 

The extended model will have a set of states S′. 

S′ = { < t, L> | 0  t   k, L is possible life} 

Here k=|L|. What do we mean by “possible life”? This is any finite path in the graph which describes the 

basic model. (Any state can be the initial state because of our assumption that the world is cyclic.) 

The set S′ will be the set of moments because each moment in each possible life is a member of that set. 

If we present the extended model as a graph it will have a very simple structure composed of non-

intersecting threads. Each thread will be associated with one possible life. 

The state of the extended model will know what exactly has happened and what exactly is going to happen, 

however, this does not mean that if we know the past and the model we will be able to foretell the future. While 

it is true that the state “knows” everything, we cannot know which particular state we are in. 
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When t=0, then the initial belief define the particular state of the extended model we are in. We will obtain 

the new initial belief from the set S0′ by adding to each state the probability expected(<0, L>) (these definitions 

are provided below). 

S0′ = { < 0, L > | L is possible life } 

Thus, the new initial belief will contain the initial moment of each possible life. These are many members 

because even if fix the initial state u0, then the members of the new initial belief will again be countably many, 

because the possible lives starting from u0 are countably many (due to the variety of lengths and branches). 

This means that state <0, L> “knows” everything about the future, but we do not know it because we have no 

way to know that we are exactly in state <0, L>. 

We will now extend the function expected, which is defined for the states of the basic model, by defining it 

for the moments (i.e. the states of the extended model). For this purpose will take the probability of life L and 

will divide by the number of moments in L. 

We will want the sum of the probabilities of all lives to be 1 and that is why we will assume that the life can 

be of length k with a probability of (1 λ).λk. (So we distribute 1 across all possible lengths of the life.) We will 

select some coefficient λ, however, the way we choose that coefficient is not important because we assumed 

that events are truth-preserving under life extension. (The formula for expected will depend on L but not on t 

because the probability is distributed evenly across all moments of life L.) 

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(< 𝑡, 𝐿 >) =
𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(𝑠0). 𝑝1. 𝑝2. … . 𝑝𝑘

𝑘 + 1
. (1 − 𝜆). 𝜆𝑘  

Here k=|L|, s0 is the first state of life L and pi is the probability of the arrow from si1 to si. Let qi be the 

backward probability of the arrow from si1 to si. Then we have three ways to express the probability that some 

life of length k is exactly life L: 

expected(s0).p1.p2. … .pk 

q1.q2. … .qk .expected(sk) 

q1. … .qt .expected(st).pt+1. … .pk 

That is, we can start from the probability of any state along the backbone of life and multiply it by the 

probability of transitioning to the next (or the previous) state. 

Definition 24. The interpretation of event A is the tuple of states P and Q, where P are the moments at 

which A occurs, Q are the moments at which A does not occur, and the remaining moments are those for which 

we do not know whether A occurs or not. 

Definition 25. The probability of event A is: 

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(𝐴) =
𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(𝑃)

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(𝑃) + 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(𝑄)
  

This means that the probability is determined by the moments at which we know what the value of the event 

is. 

We assumed that events are truth-preserving under life extension, which translates in the assumption that the 

sets P and Q are closed under the “life extension” operation. 

Our definition of event depends on the selected basic model. A different basic model would come with 

different <P, Q> tuple. Nevertheless, the event will be the same because it will have the same probability and 

will behave in the same way versus the trace of life. 
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2.9.9 MDP as an ED model 

As an application of the above we will prove that MDP is a special case of an ED model. With MDP models 

the observed events are the agent’s actions: 

act(t)=ai, 1 i  m 

These events do not intersect so we do not need any rules for the reconciliation of collisions. The additional 

events (those which participate in the partial trace) are the current observations: 

ob(t)=oi  ob(t+1)=oi, 1 i  n 

Here it is not clear whether t is an even or odd number and whether the current observation has just occurred 

or will occur at the next step. For this reason the event is defined by disjunction. 

2.9.9.1 Fully observable Markov decision process 

Let’s first look at the Fully observable MDP (FOMDP). In this case the topology of the ED model is a simple 

one. The model has n states (the number of possible observations) and there is an arrow over each action 

between each pair of states. The trace of the ED model is clear and nice. In each state there is one current 

observation which occurs with a probability of 1 (each state is identified unambiguously by the current 

observation). The only thing we need to do in order to define the FOMDP model are the probabilities over the 

arrows: 

piaj = expected(ob(t+2)=oj | ob(t)=oi & act(t+1)=a ) (1) 

This formula says that the next observation is oj, given that the previous observation has been oi and the last 

action has been a. Here we should explain what does it mean that an event is under a condition. This means that 

the event will be True or False when the condition is fulfilled and “Do not know” when the condition is not 

fulfilled. 

The function expected can return either some strictly specified probability or some probability interval. 

When expected returns strictly defined probabilities in (1), we will obtain a classic FOMDP definition. 

Certainly, nothing prevents us from generalizing the FOMDP definition and thus allow for transitions the 

probability of which will be probability intervals. 

Note: The FOMDP has a single unambiguous interpretation and it is defined by the event “What is the 

current observation?” We know what is the current observation for any moment of life except for the first 

moment (moment zero). Not knowing the current observation at the first moment is not a problem because the 

interpretation need not be defined for a finite life. It must be defined over any infinite life, and infinite lives do 

not have a first moment. 

Thus we have obtained a model with n states and a transition probability matrix piaj. In literature this model 

is referred to as Full Observable MDP. The question which comes with it is whether the model satisfies the 

Markov property or in other words is the model perfect (the best possible model which cannot be improved any 

further). 

On one hand, we should be happy if the model satisfies the Markov property because this tells us that we 

have found the best solution. On the other hand, we should not be so happy because a perfect model means that 

we have hit a stonewall beyond which it is not possible to improve the model any further. 

Accordingly, for each model we will assume that while there is chance for the model to satisfy the Markov 

property, it is more likely that the model does not. In other words, we will imagine that it might be the best 

possible model for this world, but in all probability there are better models out there. 

2.9.9.2 Partially observable Markov decision process 

This is the next model we will deal with. Again, its topology is simple. We have a random number of states and 

arrows over each action between each pair of states. We have probabilities over the arrows, but also 
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probabilities over the trace. For each state of the ED model we have n distinctions. In each state, each 

observation will be observed with some probability and, in the general case, that probability will be different 

from the average one. 

The question is whether there is any interpretation of the so-described Partially observable MDP (POMDP). 

There may or may not be an interpretation. (If the model is inadequate, then there will not be any 

interpretation.) Therefore we will examine the set of possible interpretations and for each interpretation we will 

determine the probabilities over the arrows and over the trace. 

We will examine the unambiguous interpretations. Thus, we will partition the set S′ into equivalence classes 

(S′ is the set of moments). After partitioning S′ each state of the ED model will correspond to one equivalence 

class. 

Note: The equivalence relation R is not fully random because R must retain the transition over observations. 

This means that for each odd-numbered moment <t, L> that moment and the next moment <t+1, L> must be 

in the same equivalence class. A sufficient condition for retaining the transition over observations is to define R 

on the basis of some equivalence relation over the set O (the set of arrows over observations). 

Let events Ci are those which determine the equivalence classes of R. 

piaj = expected(Cj(t+2) | Ci(t) & act(t+1)=a ) 

Thus, the next state is j if the previous state was i and the last action has been a. 

What will be the POMDP trace? For each state i we have n possible observations and each one of these 

observations occurs with some probability qij. 

qij = expected(ob(t)=oj | Ci(t) ) 

As we said already, the function expected can return either some strictly specified probability or some 

probability interval. If we aim to obtain a classic POMDP definition we have to assume that piaj and qij are 

strictly specified probabilities. 

Note: If we stay with the standard definition of Partially observable MDP, then the only possible trace of the 

model will be the probabilities qij. However, we will assume that there may be other traces, i.e. other 

distinctions, which are characteristic of a given state Ci. For example, it may be the case that a certain action 

can never occur in that state. Another possible distinction is that a certain conjunction of events is impossible, 

even though the individual events in the conjunction are perfectly possible. 

Note: The following question arises: “Is there a POMDP which is a perfect model of the world (a POMDP 

which satisfies the Markov property)?” We have a plethora of POMDPs (for example there is one POMDP for 

each equivalence relation over O). But, among all these models, is there a perfect model? The answer is “Yes, 

there is.” This is how we will obtain that perfect model from the basic model: We will take all arrows in O and 

for each arrow we will create the event “Walk over this arrow”. This event will be True at each odd-number 

moment when we depart over the arrow as well as at the next moment. The so-obtained POMDP model will be 

perfect as a sequel the perfection of the basic moment. The model will not be minimal, but if we put together all 

arrows which have the same beginning and the same end, then we will obtain a perfect and minimal POMDP 

(as a sequel of the perfection and minimality of the basic model). 

2.9.10 Related work   

The idea which drives the creation of ED models is that the states of the world a far too many so we should 

reduce them in order to make the model more understandable. The same idea is embodied in Wang, Joshi and 

Khardon (2008). Their paper introduces the concept Relational MDPs, which essentially are a special case of 

the ED models. 
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We said that any equivalence relation (which partitions the set of arrows) can be used for creating a 

POMDP. Wang, Joshi and Khardon propose that certain events be selected for a Relational MDP. (Instead of 

events they refer to predicates, actions and rewards.) These events are then used to define the equivalence 

relation (two states are equivalent if the same events from the pool of selected events occur in these two states). 

A POMPD is defined over the quotient set of that relation and this is the wanted Relational MDP. 

Note: The definition of Wang et al. (2008) does not use a quotient set, but refers to a family of MDPs. If 

each of these MDPs has only one state from each equivalence class, then it will have the structure of the 

quotient set, but typically this is not the case. Therefore, it is better to define Relational MDPs through the 

quotient set. 

How does a Relational MDP look like? We will explore three scenarios: 

1. Let the input consist of 10 bits. Let these 10 bits be the ten events which have been selected and used 

for the creation of the Relation MDP. Then the resulting Relational MDP coincided with the FOMDP. 

2. Now let only 5 of these 10 bits be selected events. This will give us a Relational MDP with less states 

than the FOMDP states. 

3. Let us now have the selected 10 input bits (events) plus 5 other events which are invisible (do not 

follow from the input). Let’s take these 15 events and create a Relational MDP. Now the Relational 

MDP will have more states than the FOMDP. 

2.10 Description of the chess game 

2.10.1 Computer emulation 

We have emulated the chess-game world by the computer program (Dobrev, 2020a) written in the language 

Prolog (Dobrev, 2020b). The rules of the game used by that program are presented as ED models. 

When you start the prorgam (Dobrev, 2020a), in the bottom of the screen you will see the visuals provided 

in Figure 4. 

 
Figure 4 

The left-hand side of Figure 4 shows the stream of input-output information, in fact not the full stream, but 

only the last 50 steps. The top row shows the agent’s observations and the bottom row – the agent’s actions. 

There are four possible observations: {0, x, y, z}. The possible actions are also four: {0, a, b, c}. For the sake of 

legibility the nil and the ‘c’ character are replaced by dots and minuses. 

All the agent can see is the left-hand side of Figure 4. The agent cannot see what is in the right-hand side, 

and must figure it out in order to understand the world. In the right-hand side we can see (i) the position on the 

board, (ii) the piece lifted by the agent (knight), (iii) the place from which the knight was lifted (the yellow 

square) and the square observed currently (the one framed in red). 

2.10.2 We use coding 

The agent will be able to do 8 things: move hers gaze (the square currently observed) in the four directions, lift 

the piece she sees at the moment and drop the lifted piece in the square she sees at this moment. The seventh 

and eighth thing the agent can do is “do nothing”. 



70 

 

We will limit the agent’s actions to the four characters {0, a, b, c}. The 0 and ‘c’ symbols will be reserved 

for the “do nothing” action. This leaves us with 6 actions to describe with as little as 2 characters. How can we 

do that? We will do that by coding: Let us divide the process in three steps. Every first step will describe how 

we move the square in horizontal direction (i.e. how we move the observation gauge). Every second step will 

describe how we move the square in vertical direction and every third step will indicate whether we lift a piece 

or drop the lifted piece. 

We mentioned in Dobrev (2013b) that we should avoid excessive coding because the world is complicated 

enough and we do not want to complicate it further. However, the coding here is not excessive because it 

replaces eight actions with four and therefore simplifies the world rather than complicate it. 

2.10.3 Two void actions 

Why do we introduce two actions that mean “I do nothing”? Actually, when the agent just stays and does 

nothing, she observes the world. The question is, will she be a passive observer or she will observe actively? 

When you just stay and observe the world, you are not a passive observer. At the very least, you are moving 

your gaze. 

All patterns that the passive observer can see are periodic. In a sense, the periodic patterns are few and not 

very interesting. Much more interesting are the patterns that the active observer can see. 

We expect the agent to be able to notice certain patterns (properties). For example, the type and color of 

pieces are such properties. When the agent stays in a square and does nothing, it will be difficult for her to 

detect the pattern (property), especially since she may have to detect two or three patterns at the same time. If 

the agent is active and can alternate two actions, then the patterns she observes will be much clearer and more 

quickly detectable. 

To distinguish between the two “I do nothing” actions, we called the second one “surveillance”. 

2.10.4 One, two, three 

The first pattern which will exist in this particular world (the game of chess) stems from our division of the 

steps in three groups. Let us name this pattern “One, two, three”. The pattern is modeled in Figure 5. 

 

Figure 5 

What is the gist of this pattern? It counts: one, two, three. 

The pattern is presented through an Event-Driven (ED) model. This particular ED model has three states. 

The event in this model is only one and this is the event “always” (i.e. “true” or “at each step”). 

2.10.5 Trace 

Does anything specific occur in the states of the above model so that we can notice it and thereby discover the 

model? In other words, is there a “trace”? This terminology was introduced in Dobrev (2018). 

Yes, in the third state, action a or action b (or both) must be incorrect. The reason is that the third state 

indicates whether we lift the piece we see or drop a piece which is already lifted. These two actions cannot be 

possible concurrently. 
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We can describe the world without this trace, but without it the “One, two, three” pattern would be far more 

difficult to discover. That is why it is helpful to have some trace in this model. 

The trace is the telltale characteristic which makes the model meaningful. Example: cold beer in the 

refrigerator. Cold beer is what makes the fridge a more special cupboard. If there was cold beer in all 

cupboards, the refrigerator would not be any special and it would not matter which cupboard we are going 

open. 

The trace enables us predict what is going to happen. When we open the fridge, we expect to find cold beer 

inside. Furthermore, the trace helps us recognize which state we are in now and thereby reduce non-

determinacy. Let us open a white cupboard, without knowing whether it is the fridge or another white 

cupboard. If we find cold beer inside, then we will know that we have opened the fridge and thus we will 

reduce non-determinacy. 

We will consider two types of traces – permanent and moving. The permanent trace will be the special 

features (phenomena) which occur every time while the moving trace will represent features which occur from 

time to time (transiently). 

An example in this respect is a house which we describe as an Event-Driven model. The rooms will be the 

states of that model. A permanent feature of those rooms will be number of doors. Transient phenomena which 

appear and then disappear are “sunlit” and “warm”. I.e. the permanent trace can tell us which room is actually a 

hallway between rooms and the moving trace will indicate which room is warm at the moment. 

Rooms can be linked to various objects. These objects have properties (the phenomena we see when we 

observe the relevant object). Objects can also be permanent or moving and accordingly their properties will be 

relatively permanent or transient phenomena (a relatively permanent phenomenon is one which always occurs 

in a given state). Furniture items (in particular heavyweight ones) are examples of permanent objects. People 

and pets are examples of moving objects. To sum up, a fixed trace will describe what is permanent and a 

moving trace will describe what is transient. 

2.10.6 Horizontal and Vertical 

The next Event-Driven model we need for our description of the world is the Horizontal model (Figure 6). 

 

Figure 6 

This model tells us in which column of the chessboard is the currently observed square. 

Here we have two events: left and right which reflect the direction in which the agent moves hers gaze – to 

the left or to the right. So, the agent performs the actions a and b when model 1 is in state 1. We also have two 

traces. In state 1 playing to the left is not possible. Therefore, the left event cannot occur in state 1. Similarly, 
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we have state 8 and the trace that playing to the right is not possible. These two traces will make the model 

discoverable. For example, if you are in a dark room which is 8 paces wide, you will find that after making 7 

paces you cannot continue in the same direction. You will realize this because you will bump against the wall. 

Therefore, the trace in this case will be the bump against the wall. These bumps will occur only in the first and 

in the last position. 

In addition to helping us discover the model, the trace will do a nice job explaining the world. How else 

would you explain that in the leftmost column one cannot play left. 

The next model is shown on Figure 7. This model is very similar to the previous one. 

 

 

Figure 7 

This model will tell us the row of the currently observed square. Likewise, we have two events (forward and 

backward) and two traces (forward move not allowed and backward move not allowed). 

It makes perfect sense to do the Cartesian product of the two models above and obtain a model with 64 

states which represents the chessboard. 

The bad news is that our Cartesian product will not have a permanent trace. In other words, nothing special 

will happen in any of the squares. Indeed, various things happen, but they are all transient, not permanent. For 

example, seeing a white pawn in the square may be relatively permanent, but not fully permanent, because the 

player can move the pawn at some point of time. 

Thus we arrive at the conclusion that the trace may not always be permanent. 

2.10.7 The moving trace 

As we said, moving traces are the special features which occur in a given state only from time to time 

(transiently), but not permanently. 

How can we depict a moving trace? In the case of permanent traces, we indicated on the state whether an 

event occurs always in that state (by using red color and accordingly blue color for events which never occur in 

that state). 

We will depict the moving trace by an array with as many cells as are the states in the model under 

consideration. In each cell we will write the moving traces which are in the corresponding state in the current 

moment. That is, the moving trace array will be changing its values. 

Here is the moving trace array of the Cartesian product of models 2 and 3: 
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Figure 8 

This moving trace is very complicated because it pertains to a model with 64 states. Let us take the moving 

trace of a model with two states (Figure 9). This is model 4 which remembers whether we have lifted a chess 

piece. Its moving trace will remember which the lifted piece is. Certainly, the model will also have its 

permanent trace which says that in state 2 lifting piece is impossible and in state 1 dropping piece is impossible. 

The moving trace of that model will be an array with two cells which correspond to the two states of the ED 

model. The cell which corresponds to the current state is framed in red. The content of the current cell is not 

very important. What is important is the content of the other cells because they tell us what will happen if one 

of these other cells becomes the current cell. In this case, if we drop a lifted piece we will go to state 1, where 

we will see the lifted piece. (We will see what we have dropped, in this case a white knight.) 

 

Figure 9 

We said that the language for description of worlds will tell us which the current state of the world is. Where 

is this state stored? At two locations – first, the current state of each ED model and second, the moving traces. 

For example, in Figure 8 we can see how the moving trace presents the position on the chessboard. 

If the language for description of worlds were a standard programming language, its memory would hold 

the values of the variables and of the arrays. By analogy, we can say that the current state of the ED model is 

the value of one variable and the value of one moving trace is the value of one array. 
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The value of the current state of an ED model is usually a number when the model is deterministic or 

several numbers if the ED model has several current states (the value can be a belief if different states have 

different probabilities). The value of each cell of the moving trace array will consist of several numbers because 

one state can have many moving traces. Certainly, the permanent traces can also be more than one. 

2.11 Algorithms   
Now that we have described the basic rules of the chess game and the position of the chessboard, the next step 

is to describe how the chess pieces move. For this purpose we will resort to the concept of algorithm. 

Most papers do not distinguish between an algorithm and a computable function. This is not correct because 

the algorithm is a given action while the computable function is the result from that action. We should 

differentiate actions from results. E.g. making pancakes is not the same as the actual pancake. The result from 

the execution of an algorithm depends on the specific world in which we execute that algorithm. This means 

that in a different world the pancake making algorithm may produce a different result. That result can be, for 

example, a computable function or a spacecraft. 

2.11.1 What is an algorithm  

For most people an algorithm is a Turing machine. The reason is that they only look at ℕ  ℕ functions and 

see the algorithm as something which computes these functions. To us, an algorithm will describe a sequence 

of actions in an arbitrary world. In our understanding, algorithms include cooking recipes, dancing steps, 

catching a ball and so forth. We just said a sequence of actions. Let us put it better and change this to a 

sequence of events. An action is an event, but not every event is an action or at least our action – it can be the 

action of another agent. The description of the algorithm will include our actions as well as other events. For 

example, we wait for the water in our cooking pan to boil up. The boiling of water is an event which is not our 

action. 

In our definition, an algorithm can be executed without our participation at all. The Moonlight Sonata, for 

example, is an algorithm which we can execute by playing it. However, if somebody else plays the Moonlight 

Sonata, it will still be an algorithm albeit executed by someone else. When we hear the piece and recognize that 

it is the Moonlight Sonata, we would have recognized the algorithm even though we do not execute it 

ourselves. 

Who actually executes the algorithm will not be a very important issue. It makes sense to have somebody 

demonstrate the algorithm to us first before we execute it on our own. 

We will consider three versions of algorithm: 

1. Railway track; 

2. Mountain footpath; 

3. Going home. 

In the first version there will be restrictions which do not allow us to deviate from the execution of the 

algorithm. For example, when we board a coach, all we can do is travel the route. We cannot make detours 

because someone else is driving the coach. Similarly, when listening to someone else’s performance of the 

Moonlight Sonata, we are unable to change anything because we are not playing it. 

In the second version, we are allowed to make detours but then consequences will occur. A mountain 

footpath passes near an abyss. If we go astray of the footpath we will fall in the abyss.  

In the third version, we can detour from the road. After the detour we can go back to the road or take another 

road. The Going home algorithm tells us that if we execute it properly, we will end up at our home, but we are 

not anyhow bound to execute it or execute in exactly the same way. 



75 

 

Typically, we associate algorithms with determinacy. We picture in our mind a computer program where the 

next action is perfectly known. However, even computer programs are not single-threaded anymore. With 

multi-threaded programs it is not very clear what the next action will be. Cooking recipes are even a better 

example. When making pancakes, we are not told which ingredient to put first – eggs or milk. In both cases we 

will be executing the same algorithm. 

Imagine an algorithm as a walk in a cave. You can go forward, but you can also turn around and go 

backward. The gallery has branches and you are free to choose which branch to take. Only when you exit the 

cave you will have ended the execution of the cave walk algorithm. In other words, we imagine the algorithm 

as a directed graph with multiple branches and not as a road without any furcations. 

2.11.2 The algorithm of chess pieces 

We will use algorithms to describe the movement of chess pieces. We will choose the Railway track version 

(the first one of the versions examined above). This means that when you lift a piece you will invoke an 

algorithm which prevents you from making an incorrect move. 

We could have chosen the Mountain footpath which allows you to detour from the algorithm, but with 

consequences. For example, lift the piece and continue with the algorithm, but if you break it at some point the 

piece will escape and go back to its original square. 

We could have chosen the Going home version where you can move as you like but can drop the piece only 

at places where the algorithm would put it if it were properly executed. That is, you have full freedom of 

movement while the algorithm will tell you which moves are the correct ones. 

We will choose the first version of the algorithm mainly because we have let the agent play randomly and if 

we do not put her in some rail track, she will struggle a lot in order to make a correct move. Moreover, we 

should consider how the agent would understand the world. How would she discover these algorithms? If we 

put her on a rail track, she will learn the algorithm – like it or not – but if we let her loose she would have hard 

time trying to guess what the rules for movement are. For example, if you demonstrate to a school student the 

algorithm of finding a square root, he will learn to do so relatively easily. But, the kid’s life would become very 

difficult if you just explain to him what is square root and tell him to find the algorithm which computes square 

roots. You can show the student what a square root is with a definition or examples, but he would grasp the 

algorithm more readily if you demonstrate hands-on how it works. 

What will be the gist of our algorithms? These will be Event-Driven models. There will be some input event 

which triggers the algorithm and another output event which will put an end to the execution of the algorithm. 

Later on we will clone the outputs in two (successful and unsuccessful output). 

Each chess piece will have its algorithm: 

2.11.3 The king and knight algorithms 

The king’s algorithm (Figure 10) will be the simplest one. The input event will be king lifted. The input point 

will be state 1 (this applies to all algorithms described here). The events will be four (left, right, forward and 

backward). 

 

Figure 10 
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The trace will consist of four events (left move not allowed, right move not allowed, etc.). These four events 

(traces) will restrict the king’s movement to nine squares. Thus, the four events (traces) will be the rail tracks in 

which we will enter and which will not let us leave the nine squares until we execute the algorithm. In Figure 

10, the four traces are marked with red horizontal lines. For example, the three upper states have the first trace 

which means that the king cannot move forward from these three states. 

We may drop the lifted piece (the king) whenever we wish. Certainly, there will be other restrictive rules 

and algorithms. E.g. we cannot capture our own pieces is an example of other restrictions, which however are 

not imposed by this algorithm. If we drop the piece in state 1, the move will not be real but fake. If we drop the 

piece in another state, then we would have played a real move. 

 

 

Figure 11 

The knight’s algorithm is somewhat more complicated (Figure 11). The main difference with the king’s 

algorithm is that here we have one more trace. This trace restricts us such that in certain states we cannot drop 

the lifted piece. (Only this trace is marked in Figure 11, the other four traces are not.) In this algorithm we have 

only two options – play a correct move with the knight or play a fake move by returning the knight to the 

square which we lifted it from. 

2.11.4 The rook and bishop algorithms 

Although with less states, the rook’s algorithm is more complex (Figure 12). The reason is that this algorithm is 

non-deterministic. In state 3 for example there two arrows for the move forward event. Therefore, two states are 

candidates to be the next state. This non-determinacy is resolved immediately because in state 1 it must be seen 

that a piece has been lifted from that square while the opposite must be seen in state 3. Therefore, we have a 

trace which resolves the algorithm’s non-determinacy immediately. 

 

Figure 12 
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Even more complicated is the bishop’s algorithm (Figure 13). The reason is that we cannot move the bishop 

diagonally outright and have to do this in two steps: first a horizontal move and then a vertical move. If the 

event left occurs in state 1, we cannot know whether our diagonal move is left and forward or left and 

backward. This is another non-determinacy which cannot however be resolved immediately. Nevertheless, the 

non-determinacy will be resolved when a forward or backward event occurs. In these two possible states we 

have traces which tell us “forward move not allowed” in state 8 and “backward move not allowed” in state 2. If 

the no-forward restriction applied in both states, the forward event would breach the algorithm. But in this case 

the event is allowed in one of the states and disallowed in the other state. So, the forward event is allowed, but 

if it occurs state 8 will become inactive and the non-determinacy will be resolved. (In Figure 13 we have 

marked only the no-forward and the no-backward traces.) 

 

Figure 13 

The most complicated algorithm is that of the queen because it is a combination of the rook and bishop 

algorithms. The pawn’s algorithm is not complicated, but in fact we have four algorithms: for white/black 

pawns and for moved/unmoved pawns. 

2.11.5 The Turing machine 

So far we described the chess pieces algorithms as Event-Driven (ED) models. Should we assert that each 

algorithm can be presented as an ED model? Can the Turing machine be presented in this way? 

We will describe a world which represents the Turing machine. The first thing we need to describe in this 

world is the infinite tape. In the chess game, we described the chessboard as the moving trace of some ED 

model with 64 states. Here we will also use a moving trace, however we will need a model with countably 

many states. Let us take the model in Figure 6. This is a model of a tape comprised of eight cells. We need the 

same model which has again two events (left and right), but is not limited to a leftmost and rightmost state. This 

means an ED model with infinitely many states. So far we have only used models with finitely many states. 

Now we will have to add some infinite ED models which nevertheless have structures as simple as this one. In 

this case the model is merely a counter, which keeps an integer number (i.e. an element of ℤ). The counter will 

have two operations (minus one and plus one) or (move left and move right). The addition of an infinite counter 

expands the language for description of the world, but as we said we will keep expanding the language in order 

to cover the worlds we aim to describe. 

What kind of memory will this world have? We must memorize the counter value (that is the cell on which 

the head of machine is placed). This is an integer number. Besides this, we will need to memorize what is 

stored on the tape. For this purpose we will need an infinite sequence of 0 and 1 numbers, which is 

equinumerous to the continuum. We usually use Turing machines in order to compute ℕ  ℕ functions. In this 

case we can live only with configurations which use only a finite portion of the tape, i.e. we can consider only a 

countable number of configurations, however, all possible configurations of the tape are continuum many. 

Note: The agent’s idea of the state of the world will be countable even though the memory of the world is a 

continuum. In other words, the agent cannot figure out all possible configurations on the tape, but only a 
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countable subset of these configurations. In this statement we imagine the agent as an abstract machine with an 

infinite memory. If we image the agent as a real computer with a finite memory, in the above statement we 

must replace countable with finite. Anyway, if the agent is a program for a real computer, the finite memory 

would be enormous, so for the sake of simplicity we will deem it as countable. 

Thus, we have described the tape of the Turing machine with an infinite ED model. In order to describe the 

head of the machine (the algorithm per se) we will need another ED model. We will employ the Turing 

machine in order to construct the second ED model. 

We assumed that the machine uses two letters (0 and 1). Let us construct an ED model with four events: 

 write(0), 

 write(1), 

 move left, 

 move right. 

Then each command to the machine will be in the following format: 

 if observe(0) then write Symbol_0, move Direction_0, goto Command_0 

 if observe(1) then write Symbol_1, move Direction_1, goto Command_1 

Here Symbol_i, Direction_i and Command_i have been replaced with concrete values. For example: 

 if observe(0) then write(1), move left, goto s3 

 if observe(1) then write(0), move right, goto s7 

We will replace each command with four states which describe it. The above command will take the 

following form: 

 

Figure 14 

In Figure 14, the input is over the move right event. In fact there will be many input paths – sometimes over 

the move left event and other times over the move right event. Importantly, the input will be non-deterministic 

but the non-determinacy will be resolved immediately because the first two states have a trace. In the top state 

the event “observe(0)” must always occur and in the bottom state the “observe(0)” event must never occur. 

Thus, each state of the machine is replaced with four states as shown in Figure 14 and then the individual 

quaternaries are interconnected. For example, the quaternary in Figure 14 connects to the quaternary in s3 by 

arrows over the move left event and to the quaternary in s7 by arrows over the move right event. 

We have to add some more trace to accommodate the rule that only one of the four events is possible in each 

state. The new trace should tell us that the other three events are impossible. We should do this in case we want 

a Railway track type of algorithm. If we prefer a Mountain footpath algorithm, we must add a trace which tells 

which consequences will occur if one of the other three events happens. If we wish a Go home algorithm, then 

the other three events must lead to a termination of the algorithm. 
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Thus we presented the Turing machine through an Event-Driven model or, more precisely, through two ED 

models – the first one with infinitely many states and the second one with a finite number of states (the number 

of machine states multiplied by 4). 

Who executes the algorithm of the Turing machine? We may assume the four events are actions of the agent 

and that she is the one who runs the algorithm. We may also assume that the events are acts of another agent or 

that the events just happen. In that case the agent will not be the executor of the algorithm, but just an observer. 

In the general case, some events in the algorithm will be driven by the agent and all the rest will not. For 

example, “I pour water in the pot” is an action of the agent while “The water boils up” is not hers action. The 

agent can influence even those events which are not driven by hers actions. This is described in Dobrev 

(2021b). For these events the agent may have some “preference” and by hers “preferences” the agent could 

have some influence on whether an event will or will not occur. 

2.11.6 Related work 

Importantly, this PhD thesis defines the term algorithm as such. Very few people bother to ask what is an 

algorithm in the first place. The only attempts at a definition I am aware of are those Moschovakis (2001; 

2018). In these works Moschovakis says that most authors define algorithms through some abstract machine 

and equate algorithms with the programs of that abstract machine. Moschovakis goes on to explain what kind 

of an algorithm definition we need – a generic concept which does not depend on a particular abstract machine. 

The computable function is such a concept, but for Moschovakis it is too general so he seeks to narrow it down 

to a more specific concept which reflects the notion that a computable function can be computed by a variety of 

substantially different algorithms. This is a tall aim which Moschovakis could not reach in Moschovakis 

(2001). What he did there can be regarded as a new abstract machine. Indeed, the machine is very interesting 

and more abstract than most known machines, but again we run into the trap that the machine’s program may 

become needlessly complicated and in this way morph into a new program which implements the same 

algorithm. Although Moschovakis (2001) does not achieve the objective of creating a generic definition of an 

algorithm, Moschovakis himself admits that his primary objective is to put the question on the table even if he 

may not be able to answer it. His exact words are: “my chief goal is to convince the reader that the problem of 

founding the theory of algorithms is important, and that it is ripe for solution.“ 

2.12 Objects 

2.12.1 Properties  

Having defined the term algorithm, we will try to define another fundamental concept: property. For the 

definition of this concept we will again resort to the Event-Driven models. A property is the phenomenon we 

see when we observe an object which possesses that property. Phenomena are patterns which are not observed 

all the times but only from time to time. Given that the other patterns are presented through ED models, it 

makes perfect sense to present properties through ED models, too. 

The difference between a pattern and a property will be that the pattern will be active on a permanent basis 

(will be observed all the time) while the property will be observed from time to time (when we observe the 

object which possesses that property). 

2.12.2 What is an object?   

The basic term will be property while object will be an abstraction of higher order. For example, if in the chess 

world one observes the properties white and knight he may conclude that there is a white knight object which is 

observed and which possesses these two properties. We may dispense of objects and simply imagine that some 

properties come and go, i.e. some phenomena appear and disappear. However, object abstraction is mandatory 

for understanding complex worlds.  
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2.12.3 The second coding 

The agent’s output consists of four characters only which made us use coding in other to describe the eight 

possible actions of the agent. The input is also limited to four characters. While it is true that the input will 

depict to us only one square rather than the full chessboard, four characters are still too little because a square 

can accommodate six different pieces in two distinct colors. Furthermore, we need to know whether the pawn 

on the square has moved and whether the lifted piece comes from that square. How can one present all that 

amount of information with four characters only? 

That information may not necessarily come to the agent for one step only. The agent can spend some time 

staying on the square and observing the input. As the agent observes the square, she may spot various patterns. 

The presence or absence of each of these patters will be the information which the agent will receive for the 

square she observes. Although the input characters are only four, the patterns that can be described with four 

characters are countless. 

Let us call these patterns properties and assume that the agent is able to identify (capture) these patterns. We 

will further assume that the agent can capture two or more patterns even if they are layered on top of each 

other. Thus, the agent should be able to capture the properties white and knight even when these properties 

appear at the same time. 

How would the properties look like? In the case of chess pieces, the patterns and algorithms of their 

movement are written by a human who has an idea of the chess rules and of how the pieces move. The 

properties are not written by a human and are generated automatically. As an example, Figure 15 depicts the 

property king. That property appears rather bizarre and illogical. The reason is, as we said, that the property is 

generated automatically in a random way. It is not written by us because we do not know how the king would 

look like. How the king looks like does not matter. What matters is that the king should have a certain 

appearance such that it can be recognized by the agent. In other words, the king should have some face, but 

how that face would look like is irrelevant. 

 

Figure 15 

In our program (Dobrev, 2020a) there are 10 properties and each of them has some trace. When several 

properties are active at the same time, each of them has an impact (via its trace) on the agent’s input. 

Sometimes these impacts may be contradictory. For example, one property tells us that the next input must be 

the character x, while another property insists on the opposite (the input must not be x). The issue at hand is 

then solved by voting. The world counts the votes for each decision and selects the one which reaps the highest 

number of votes. As concerns contradictory recommendations, they will cancel each other. 

2.13 A two-players chess game   
We will sophisticate the chess game by adding another agent: the opponent (antagonist) who will play the black 

pieces. This will induce non-determinacy because we will not be able to tell what move the opponent will play. 

Even if the opponent is deterministic, hers determinacy would be too complicated for us to describe it. 

2.13.1 A deterministic world 

So far we have described a chess world where the agent plays solitaire against herself. We have written a 

program (Dobrev, 2020a) which contains a simple description of this world and by this description emulates 
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the world. Run this program and see how simple that description happens to be. The description consists of 24 

modules presented in the form of Event-Driven models (these models are directed graphs with a dozen states 

each). The ED models of the chess game belong to three types: (5 patterns + 9 algorithms + 10 properties = 24 

models). In addition to the ED models there are also two moving traces (i.e. two arrays). We added also six 

simple rules which we need as well. These rules provide us with additional information about how the world 

has changed. For example, when we lift a piece, the property Lifted will appear in the square of that piece. This 

rule looks like this: 

up, here  copy(Lifted) 

 (If we lift a piece and if we are in the square <X, Y>, then the property Lifted will replace all properties 

which are in this square at the moment.) 

We are able to formulate these rules owing to the fact that we have the context of the chessboard (the 

moving trace from Figure 8). If we had no idea that a chessboard exists, we would not be able to formulate 

rules for the behavior of the pieces on that board. In the demonstration program (Dobrev, 2020a) the agent 

plays randomly. Of course the agent’s actions are not important. What matters is the world and that we have 

described it. 

The description thus obtained is deterministic, i.e. the initial state is determined and every next state is 

determined. A deterministic description means that the described world is free from randomness. Should the 

description of the world be deterministic? Should we deal only with deterministic descriptions? The idea that 

the world may be deterministic seems outlandish. And even if it were, we need not constrain ourselves to 

deterministic descriptions. 

If we apply a deterministic description to a non-deterministic world, that description will very soon exhibit 

its imperfections. Conversely, the world may be deterministic but its determinacy may be too complicated and 

therefore beyond our understanding (rendering us unable to describe it). Accordingly, instead of a deterministic 

description of the world will find a non-deterministic description which works sufficiently well. 

Typically, the world is non-deterministic. When we shoot at a target may miss it. This means that our 

actions may not necessarily yield a result or may yield different results at different times. 

We will assume that the model may be non-deterministic. For most authors, non-deterministic implies that 

for each possible event there is one precisely defined probability. In Dobrev (2018; 2021b) we showed that the 

latter statement is too deterministic. Telling the exact probability of occurrence for each and every event would 

be an exaggerated requirement. Accordingly, we will assume that we do not know the exact probability, but 

only the interval [a, b] in which this probability resides. Typically that would be the interval [0, 1] which means 

that we are in total darkness as regards the probability of the event to occur. 

2.13.2 Impossible events 

We said the world would be more interesting if we do not pay against ourselves but against another agent who 

moves the black pieces. 

For this purpose we will modify the fifth ED model (the one which tells us which pieces we are playing with 

– white or black). This model has two states which are switched by the event change. Previously we defined 

that event as “real_move” (this is the event when we make a real move while in “fake_move” we only touch a 

piece). We will change the definition of that event and define it as never (this is the opposite of every time). 

This change produces a world where the agent cannot switch sides. 

Does it make sense to describe in our model events which can never happen? The answer is yes, because 

these events may happen in our imagination. I.e. even though these events not occur, we need them in order to 

understand the world. For example, we are unable to fly or change our gender, but we can do this in our 

imagination. The example is not very appropriate, because we can already fly and change our gender if we 
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wish to. In other words, we can imagine impossible events in our minds. Also, at some point, these impossible 

events may become possible. 

We will use the impossible event change in order to add the rule that we cannot play a move after which we 

will be in check (our opponent will be able to capture our king). Figure 16 depicts the algorithm which 

describes how we switch sides (turn the chessboard around) and capture the king. If an execution of that 

algorithm exists, then the move is incorrect. (Even if an execution exists the algorithm cannot be executed, 

because it includes an impossible event.) 

 

Figure 16 

This algorithm is more consistent with our understanding of algorithms. While the algorithms of the chess 

pieces were directed graphs with multiple branches, this one is a path without any branches. In other words, this 

algorithm is simply a sequence of actions without any diversions. 

This algorithm needs some more restrictions (traces) which are not shown in Figure 16. In state 1 for 

example we cannot move in any of the four directions (otherwise we could go to another square and play 

another move). The change event can only occur in state 2 and not in any other state. In state 4 we have the 

restriction “not observe(King)  not down“ which means that the only move we can make is to capture the 

king. 

Part of this algorithm is the impossible action change. As mentioned above, although this action is not 

possible, we can perform it in our imagination. This event may be part of the definition of algorithms which 

will not be executed but are still important because we need to know whether their executions exist. 

Note: In this PhD thesis, by saying that an algorithm can be executed we mean that it can be executed 

successfully. This means that the execution may finish in a final (accepting) state or with an output event 

(successful exit). 

2.13.3 The second agent 

The algorithm in Figure 16 would become simpler if we allow the existence of a second agent. Instead of 

switching between the color of the pieces (turning the chessboard around) we will replace the agent with 

someone who always plays the black pieces. Thus, we will end up with an algorithm performed by more than 

one agent, which is fine because these algorithms are natural. For example, “I gave some money to someone 

and he bought something with my money” is an example of an algorithm executed by two agents. 

The important aspect here is that once we move a white piece, we will have somebody else (another agent) 

move a black piece. While in the solitaire version of the game we wanted to know whether a certain algorithm 

is possible, in the two players version we want a certain algorithm to be actually executed. Knowing that a 

certain algorithm is possible and the actual execution of that algorithm are two different things. Knowing that 

“someone can cook pancakes” is okay but “your roommate cooking pancakes this morning” is something 

different. In the first case you will know something about the world while in the latter case you will have some 

pancakes for breakfast. If the actual execution of an algorithm will be in the hands of agent, then it does matter 

who the executing agent is. E.g. we will suppose that the pancakes coming from the your roommate’s hands 

will be better than those cooked by you. 
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We will assume that after each “real_move” we play, the black-pieces agent will execute the algorithm in 

Figure 17. 

 

Figure 17 

The execution of an algorithm does not happen outright because it is a multi-step process. Nevertheless, we 

will assume here that the opponent will play the black pieces right away (in one step). When people expect 

someone to do something, they tend to imagine the final result and ignore the fact that the process takes some 

time. Imagine that “Today is my birthday and my roommate will cook pancakes for me”. In this reflection you 

take the pancakes for granted and do not bother that cooking the pancakes takes some time. 

As mentioned already, it matters a lot who the black-pieces agent is. Highly important is whether the agent 

is friend or foe (will she assist us or try to disrupt us). The agent’s smartness is also important (because she may 

intend certain things but may not be smart enough to do these things). It is also important to know what the 

agent can see. In the chess game we assume that the agent can see everything (the whole chessboard) but in 

other worlds the agent may only be able to know and see some part of the information. The agent’s location can 

also be important. Here will assume that it is not important, i.e. wherever the agent is, she may move to any 

square and lift the piece in that square. In another assumption the agent’s position may matter because the 

pieces that are nearer the agent may be more likely to be moved than the more distant pieces. 

2.13.4 Agent-specific state 

We assumed here that the second agent sees a distinct state of the world. I.e. the second agent has hers distinct 

position <x, y> on the chessboard (the square which she observes). We also assume that the second agent plays 

with black pieces as opposed to the protagonist playing with the white pieces. 

We assume that the two agents change the world according to the same model but the memory of that model 

(the state of the world) is specific to each agent. We might assume that the two states of the world have nothing 

in common, but then the antagonist’s actions will not have any impact on the protagonist’s world. Therefore, 

we will assume that the chessboard position is the same for both agents (i.e. the trace in Figure 8 is the same for 

both). We will further assume that each agent has hers own coordinates and a specific color for hers pieces (i.e. 

the active states of Event-Driven models 2, 3 and 5 are different for the two agents). As concerns the other ED 

models and the trace in Figure 9, we will assume that they are also specific to each agent, although nothing 

prevents us from making the opposite assumption. 

Had we assumed that the two agents share the same state of the world, the algorithm in Figure 17 would 

become heavily complicated. The antagonist would first turn the chessboard around (change), then play hers 

move and then turn the chessboard around again in order to leave the protagonist’s world unchanged. 

Moreover, the antagonist would need to go back to hers starting coordinates <x, y> (these are the protagonist’s 

coordinates). It would be bizarre to think that the separate agents are absolutely identical and share the same 

location. The natural way of thinking is that the agents are distinct and have distinct, but partially overlapping 

states of the world. For example, “Right now I am cooking pancakes and my roommate is cooking pancakes, 

too”. We may be cooking the same pancakes or it may be that my pancakes have nothing to with his. 

Note: It is not very accurate to say that the world has distinct states for both agents. The world is one and it 

has only one state. It would be more accurate to say that we have changed the world and now we have a world 

with more complicated states. Let the new set of states be S″. We can assume that S″  = S ⨯ S. The questions 

that are common to the two agents have remained the same, but the other questions are now bifurcated. For 

example, “Where am I?” is replaced with the questions “Where is the protagonist?” and “Where is the 

antagonist?”. Thus, from the model where the states are S we have derived a new model where the states are S″. 
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The difference between S and S″ is that the states in S describe the state of one agent (without telling us which 

is that agent), while the states in S″ describe the states of the two agents. (In both cases the overall state of the 

world is described as well.) The new model describes (i) the world through the two agents and (ii) how the 

agents change their states according to the first model. Nevertheless, it is more natural to assume that the world 

has different states for the two agents and these agents change their states according to the first model which 

operates only with the questions that apply only to one of the agents. 

2.13.5 Non-computable rule 

So far we have described the first world in which the agent plays solitaire against herself and have written the 

program (Dobrev, 2020a) which emulates the first world. The program (Dobrev, 2020a) is a model which 

describes the first world. We have also described a second world in which the agent plays against some 

opponent (antagonist). Now, can we also create a program which emulates the second world? 

In the second world we added a statement which says “This algorithm can be executed”. (This statement 

was to be added in the first world, because playing moves after which we are in check is not allowed in the first 

world, too. For the time being the program (Dobrev, 2020a) allows us to make this kind of moves.) In the 

second world we also added the operation “Opponent executes an algorithm”. In the general case that statement 

and that operation are undecidable (more precisely, they are semi-decidable). 

For example, let us take the statement “This algorithm can be executed”. In this particular case the question 

is whether the opponent can capture our king, which is fully decidable because the chessboard is finite, has 

finitely many positions and all algorithms operating over the chessboard are decidable. In the general case the 

algorithm may be a Turing machine and then the statement will be equivalent to a halting problem. 

The same can be said of the operation “Opponent executes an algorithm”. While the algorithm can be 

executed by many different methods, the problem of finding at least one of these methods is semi-decidable. In 

the particular case of the chess game we can easily find one method of executing the algorithm, or even all 

methods (i.e. all possible moves). In the general case, however, the problem is semi-decidable. 

Therefore, in this particular case we can write a program which emulates the second world, provided 

however that we have to select the opponent’s behavior because it can go in many different paths. In other 

words, in order to create a program which emulates the chess world, we should embed in it a program which 

emulates a chess player. 

In the general case however, we will not be able to write a program which emulates the world we have 

described. Thus, the language for description of worlds is already capable of describing worlds that cannot be 

emulated by a computer program. We said in the very beginning that the model may turn out to be non-

computable. Writing a program which computes non-computable model is certainly impossible. 

However, being unable to write a program that emulates the world we have described is not a big issue, 

because we are not aiming to emulate the world, but write an AI program which acts on its understanding of the 

world (the description of the world which it has found) in order to successfully plan its future moves. Certainly, 

the AI program can proceed with one emulation of the world, play out some of its possible future developments 

and select the best development. (Essentially this is how the Min-Max algorithm of chess programs works.) I.e. 

making an emulation of the world would be a welcome though not mandatory achievement. 

Besides being unable to produce a complete emulation of the world (when the model is non-computable), 

AI would be unable to even figure out the current state of the world (when the possible states are continuum 

many). Nevertheless, AI will be able to produce a partial emulation and figure out the state of the world to 

some extent. For example, if there is an infinite tape in the world and this tape carries an infinite amount of 

information, AI will not be able to discern the current state of the world, but would be capable of describing 

some finite section of the tape and the information on that finite section. 
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Even the Min-Max algorithm is not a complete emulation due to combinatorial explosion. Instead, Min-Max 

produces partial emulation by only traversing the first few moves. If the description of the world contains a 

semi-decidable rule, AI will use that rule only in one direction. An example is the rule which says that “A 

statement is true if there is proof for that statement”. People use that rule if (i) a proof exists and (ii) they have 

found that proof. If a proof does not exist, the rule is not used because we cannot ascertain that there is not any 

proof at all. 

2.14 Agents 
Our next abstraction will be the agent. Similar to objects, we will not be able to detect agents outright but will 

gauge them indirectly by observing their actions. The detection of agents is a difficult task. People manage to 

detect agents, however, they need to search them everywhere. Whenever something happens, people quickly 

jump into the explanation than some agent has done that. In peoples’ eyes, behind every event there lurks a 

perpetrator which can be another human or an animal or some deity. Very seldom they would accept that the 

event has occurred through its own devices. AI should behave as people do and look for agents everywhere. 

Once AI detects an agent it should proceed to investigate the agent and try to connect to it. To detect an 

agent means to conjure up an agent. When AI conjures up an existing agent, then we can say that AI has 

detected the agent. When AI conjures up a non-existing agent, the best we can say is that AI has conjured up a 

non-existing thing. It does not really matter whether agents are real or fictitious as long as the description of the 

world obtained through these agents is adequate and yields appropriate results. 

2.14.1 Interaction between agents   

AI will investigate agents and classify them as friends or foes. It will label them as smart or stupid and as 

grateful or revengeful. AI will try to connect to agents. To this end, AI must first find out what each agent is 

aiming at and offer that thing to the agent in exchange of getting some benefit for itself. This exchange of 

benefits is the implementation of a coalition policy. Typically it is assumed that agents meet somewhere 

outside the world and there they negotiate their coalition policy. But, because there is no such place outside the 

world, we will assume that agents communicate within the walls of the world. The principle of their 

communication is: “I will do something good for you and expect you to do something good for me in return”. 

The other principle is “I will behave predictably and expect you to find out what my behavior is and start 

implementing a coalition policy (engage in behavior which is beneficial to both of us)”. 

This how we communicate with dogs. We give a bone to a dog and right away we make friends. What do 

we get in return? They will not bite us or bark at us, which is a fair deal. As time goes by the communication 

may become more sophisticated. We may show an algorithm to the agent and ask her to replicate it. We can 

teach the dog to “shake hands” with a paw. Further on, we can get to linguistic communication by associating 

objects with phenomena. For example, a spoken word is a phenomenon and if this phenomenon is associated 

with a certain object or algorithm, the agent will execute the algorithm as soon as she hears the word. E.g. the 

dog will come to us as soon as it hears its name or bring our sleepers when it hears us saying “sleepers”. 

2.14.2 Signals between agents   

When it comes to interaction or negotiation, we need some sort of communication. This takes us to the signals 

which agents send to their peers. We do not mean pre-arranged signals, but ones which an agent choose to send 

and the others decipher on the basis of their observations. One example is “Pavlov’s Dog” (Pavlov, 1902). 

Pavlov is the agent who decides to send a signal by ringing a bell before he feeds the dog. The other agent is the 

dog which manages to comprehend the signal. 

Where an agent sends a signal to another agent, the latter need not necessarily realize that this is a signal and 

has been send by someone else who is trying to tell her something. In the previous example, Pavlov’s dog has 

not any idea that Pavlov is the one ringing the bell to signal that lunch is ready. The dog simply associates the 

ringing event to the feeding event. Thus, when we send a signal we can remain anonymous. This ultimately 
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means that we can influence another agent without that agent ever realizing that she is under somebody else’s 

influence. 

Another way of sending a signal is to show something (provide some information). For this purpose we 

need to know what the other agent can see and when. For example, when a dog growls at us, it shows us its 

fangs. We see that the dog has fangs – something which we know by default – but what we realize in this case 

is that the dog has decided to remind us of this fact and understand the message as “The dog issues a warning 

that it may use its fangs against us”. 

In addition to natural signals (ones which we can guess ourselves), there may be pre-established signals. Let 

us have a group of agents who have already established some signals between them. When a new agent 

appears, she may learn a signal from one of the agents and then use it in hers communication with other agents. 

An example for such signals are the words in our natural language. We learn the words from an agent (e.g. 

from our mothers) and then use the same words in order to communicate with other agents. 

2.14.3 Exchange of information   

When agents communicate, they can exchange information in order to coordinate their actions or to negotiate. 

An example of information exchange is when an agent shares some algorithm with another agent. The 

algorithm can be described in a natural language, i.e. it can be presented as a sequence of signals (words) where 

each signal is associated with an object, phenomenon or algorithm. For example, when we tell somebody how 

to get to a shop, we explain this algorithm by using words. When we say “Open the door” we rely that the other 

agent will associate the word “door” with the object door and the word “open” with the algorithm open. In 

other words, we rely that the agent knows these words and has an idea of the objects associated with these 

words. 

If we assume that the agent keeps the algorithms in hers memory in the form of Event-Driven models, then 

the agent should be able to construct an ED model from a description expressed in a natural language and vice 

versa – describe some ED model in natural language (as long as the agent knows the necessary words). 

2.14.4 Communication interface   

When creating the AI’s world, we need to equip it with some communication interface to enable it 

communicate with other agents. 

For example, when building a self-driving vehicle, we must give that vehicle some face so that it can 

communicate with pedestrians and other drivers. Indeed, vehicles have horns and blinkers, but this is not 

sufficient for full communication. It would be a good idea to add some screen which expresses various 

emotions. Smiling and winking will be very useful functions. 

We usually try see where the other driver is looking at because it is very import for us to know that the other 

driver has seen us. If this face (screen) is able to turn to our side, it would be an indication that we have been 

seen. 

2.14.5 Related work   

Many authors deal with the interaction between agents. Their papers however do not tell us how AI will 

discover the agents as they assume that the agents have already been discovered and all we need to do is set out 

rules for reasonable interaction. Goranko, Kuusisto and Rönnholm (2020) for example looks at the case where 

all agents are friends and their smartness is unlimited. Agents in Goranko et al. (2020) communicate on the 

basis that they can foretell what the others would do (relying on the assumption that all agents are friends and 

are smart enough to figure out what would be beneficial for everybody). The most interesting aspect in 

Goranko et al. (2020) is that the paper raises the issue about the hierarchy between agents (who is more 

important) and about their hastiness (how patient is each agent). These are principles which real people apply in 

the real world and it therefore makes sense for AI to also use these principles. 
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Interaction between agents is as complicated as interaction between humans. As an example, agents in Mell, 

Lucas, Mozgai and Gratch (2020) negotiate and can even cheat each other. 

Gurov, Goranko and Lundberg (2021) as well as the present PhD thesis deals with a multi-agent system 

where the agents do not see everything (Partial Observability). The main difference between Gurov et al. 

(2021) and this PhD thesis is that in Gurov et al. (2021) the world is given (is described by one relation) while 

in this PhD thesis the world is not given and is exactly the thing that has to be found. 

2.15 Future work 
In this PhD thesis we provided a manual description of a world (the chess game) and created the computer 

program Dobrev (2020a) which emulates the world on the basis of the manual description. Our next problem is 

the inverse one, namely create a program which should automatically arrive at the same description of the 

world as the one which we have described manually. That program will use the emulation of the world 

(Dobrev, 2020a), thanks to it will “live” inside the world and will have to understand it (i.e. to describe it). 

In this case we might be tempted to play with marked cards because the program we make has to find a 

thing, and we know in advance what this thing is. Of course we should not yield to this temptation because we 

will end up with a program which is able to understand only and exclusively the particular world. It would be 

much better if our program is able to understand (describe) any world. This however is a tall order because 

essentially it asks us to build AI. Accordingly, instead of aiming at a program which is capable to understand 

any world, we would be happy with a program which can understand the given world (Dobrev, 2020a) and the 

worlds that are proximal to it. The larger the class of worlds our program is able to understand, the smarter that 

program will be. 

2.16 Conclusion 
Our task is to understand the world. This means we have to describe it but before we can do so we need to 

develop a specific language for description of worlds.   

We have reduced the task of creating AI to a purely logical problem. Now we have to create a language for 

description of worlds, which will be a logical language because it would enable the description of non-

computable functions. If a language enables only the description of computable functions, it is a programing 

and not a logical language. 

The main building blocks of our new language are Event-Driven models. These are the simple modules 

which we are going to discover one by one. With these modules we will present patterns, algorithms and 

phenomena. 

We introduced some abstractions. Our first abstraction were objects. We cannot observe the objects directly 

and instead gauge them by observing their properties. A property is a special phenomenon which transpires 

when we observe an object which possesses that property. Thus the property is also presented through an ED 

model. 

Then we introduced another abstraction – agents. Similar to objects, we cannot observe agents directly and 

can only gauge them through their actions. 

We created a language for description of worlds. This is not the ultimate language, but only a first version 

which needs further development. We did not provide a formal description of our language and instead 

exemplified it by three use cases. That is, instead of describing the language we found the descriptions of three 

concrete worlds – two versions of the chess game (with one and two agents, respectively) and a world which 

presents the functioning of the Turing Machine. 
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Note: It is not much of a problem to provide a formal description of a language which covers all the three 

worlds, but we are aiming elsewhere. The aim is to create a language which can describe any world, and 

provide a formal description of that language. This is a more difficult problem which we are yet to solve. 

We demonstrated that through its simple constituent modules, the language for description of worlds can 

describe quite complicated worlds with multiple agents and complex relationships among the agents. The 

superstructure we build on these modules cannot hover in thin air and should rest on some steady fundament. 

Event-Driven models are exactly the fundament of the language for description of worlds and the base on 

which we will develop all abstractions of higher order. 

3 What shall we do once we are done with creating AI? 
 

3.1 AI should not be an Open Source Project 
Who should own the Artificial Intelligence technology? It should belong to everyone, 

properly said not the technology per se, but the fruits that can be reaped from it. Obviously, we 

should not let AI end up in the hands of irresponsible persons. Likewise, nuclear technology 

should benefit all, however it should be kept secret and inaccessible by the public at large. 

3.1.1 Introduction 

Many advocate the idea that AI technology should be disseminated in an unrestricted 

manner and even that it should be an Open Source Project. These proponents well include 

responsible and earnest figures such as President Macron (Macron, 2018). Here we will try argue 

a little bit with these people and highlight to them how inappropriate and even devastating such a 

scenario would be. 

When President Macron (Macron, 2018) refers to open algorithms, probably he tends to 

mean the ownership of these algorithms. While it is not a bad idea to let everyone own them, it 

does not mean that the code of these algorithms should be available to all. Similarly, a nuclear 

power plant may be owned by the State, i.e. by all of its citizens, which is not to say that the 

technologies used to run the plant are publicly available and anyone can pick up the drawings and 

assemble a power plant in their backyard. 

What we see now is a grossly irresponsible attitude to the technology of Artificial 

Intelligence. We are still in a very nascent phase of AI and can hardly image the kind of mighty 

power and unsuspected opportunities lurking in there. What happened in 1896? In that year Henri 

Becquerel (Becquerel, 1896) found that if one placed a lump of uranium ore on a photographic 

plate and put the two in a drawer, after some time the plate gets bleached. If one inserted an 

object such as a key between the two, a rendition of the key will appear on the plate. Although 

Becquerel had thus discovered the phenomenon of radioactivity, at that time he was unable to 

imagine the potential hidden in this technology. Becquerel’s experiment was more of an 

amusement and a magician’s trick. This is exactly what happens with AI now. Many interesting 

and entertaining experiments are being made, but people have not the slightest idea where this 

technology can take us to. 

Back in 1896, were people able to foretell how mighty and ominous nuclear technology 

is? They had no clue. A clue did not emerge before it was found how much energy is released 

from the fission of atomic nuclei. 

Can we now figure out the dangerousness of AI technology? Yes, and many reasonable 

people are aware although they do not fully understand the actual width and depth of this 

discovery. 
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Every reasonable and responsible person should consider whether they should take part to 

the development of this new technology or leave that to harebrained and irresponsible 

individuals. 

This article deals with tech disasters which are avoidable rather than with the inevitable 

and unavoidable consequences from AI. For example, if we gave a chain saw to a harebrained 

person then he can fell the whole forest and that is unavoidable consequence. If however the fool 

cut their leg, that would be a tech disaster which could have been avoided in case the fool was 

less stupid and more cautions. 

We say that one extremely powerful intellect is something dangerous. This is not a new 

idea. Adorno and Horkheimer (2002) already said in their time that reason can be another form of 

barbarity. They said that intellect can help people alter nature in an indiscriminate and barbaric 

way. In Adorno et al. (2002) they did not refer to artificial intelligence, but to the bureaucratic 

machine. Since the similarities between AI and a bureaucratic machine are more than the 

differences between the two, what they said in Adorno et al. (2002) may well be applied to our 

topic. In Adorno et al. (2002) the authors explored a scenario where a group of people use the 

bureaucratic machine as a weapon for oppressing the others (a totalitarian State). However, 

Adorno et al. (2002) does not deal with a scenario where the bureaucratic machine spins out of 

control and turns its workings against the will of humans, because this is not possible. Society as 

a whole can always change the laws and the rules which govern the bureaucratic machine. This 

means that society as such cannot lose control of the bureaucratic machine, but the individual 

member of society lacks any control whatever. From the individual’s perspective the bureaucratic 

machine is an existing reality which he or she can nowise change. The situation with AI is 

similar. Society as a whole will retain control on AI, provided we are not stupid enough to let it 

run away, but for the single individual AI will be something carved in stone which cannot be 

altered. The latter belongs to the unavoidable consequences from the emergence of AI and falls 

therefore outside the scope of this article. 

3.1.2 What may go wrong? 

A disaster, caused intentionally or inadvertently, may occur. In the history of nuclear 

technology, the names of two such disasters are Hiroshima and Chernobyl. The first was caused 

willfully, while the latter was the result of stupidity and negligence. 

An intended disaster occurs when someone decides to use a technology maliciously, i.e. 

as a weapon.The notion of maliciousness as used here is relative, because all creators of 

weaponry believe they are creating something useful and, while killing people, they save the lives 

of other people. The usual explanation is that we kill less in order to save more or at least we kill 

members of alien nations to save members of our nation. 

Can AI kill? What about the laws of robotics (Asimov, 1950) postulated by Isaac 

Asimov? Do they work or not? Essentially, these laws are no more than good wishes without any 

binding effect on AI developers. At present, the technologies which claim to have something in 

common with AI are mainly used in weapon systems. One example are the so called “smart 

bombs”. The commonest assertion is that a stupid bomb kills indiscriminately, while a smart 

bomb kills only those who we have told it kill. Thus, a smart bomb is described as less 

bloodthirsty and more humane. The latter is rather an excuse for those who develop smart bombs. 

These bombs are more powerful than stupid ones and enable us kill more people than we could 

possibly do with the old stupid bombs. 

Let us imagine that a tech disaster has occurred, somebody has let the spirit out of the 

bottle and AI has spun out of control. If we consider AI as a weapon, let us imagine that 

somebody uses it against us. Thus, our attitude to AI as a weapon will flip to highly negative 
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because the attitude to a weapon strongly depends on who is using it: us or somebody else against 

us. 

Do we stand any chance of surviving such a tech disaster? The answer is that we do not 

have any chance at all. Science-fiction movies such as The Terminator (Cameron, 1984) depict 

humans waging wars against robots, however these are very stupid robots, much more stupid than 

humans. The truth about AI is that it will outsmart by far any human being. Therefore, the very 

notion of fair rivalry between humans and robots is meaningless. It is equally meaningless to run 

a fair rally between humans and motor vehicles. Humans have no chance because vehicles are 

much faster. 

This is to say that we cannot afford such a tech disaster for the mere reason that we will 

not survive it. From a historical perspective, mankind has been through many natural calamities 

and tech disasters, however, the impacts of these have always been confined at some local level. 

The Halifax accident, for example, caused an explosion which destroyed the city. Nevertheless, 

the devastations were local and limited to one city. A nuclear war is cited as the most dreadful 

catastrophic scenario, but the impacts of even this scenario would be local. A nuclear wars may 

destroy all cities, but at least a couple of villages will survive. Therefore, even an eventual 

nuclear war does not pose a risk of the magnitude we may face if control on AI is lost. 

3.1.3 Can we cage the beast? 

Can we create AI but keep it locked in a virtual reality to prevent it from doing damage? 

If yes, we would be able to monitor and explore it from the sidelines, and pull the plug and shut it 

down whenever we want to. 

Yes, we can. An AI without input/output (i.e. ears and mouth) cannot influence the outer 

world in a targeted manner. Any eventual influence would not be targeted insofar as AI would 

not know that an outer world exists. For example, do we humans know whether we are in the 

Matrix (The Matrix movie – The Wachowski Brothers, 1999). AI will be as incognizant of the 

outer world as we are of the real or virtual nature of the world we live in. 

Suffice it for AI to not have any input (i.e. not receive any information from the outer 

world). As concerns output, as long as we observe AI it does have some output (arms and mouth) 

because, through its behavior, it exerts influence on us and thereby on the outer world. 

The recipe therefore is simple enough. Keep AI in a virtual-reality cage and stay safe 

from tech disasters. Well, but we may want AI to tell us something about the real world. For 

example, issue a weather forecast or predict stock market prices. We may also ask it to do some 

work for us: wash the dishes or sweep the floor. For these purposes would have to release AI 

from virtual reality and let it in our world. Even if we all pledge not to let it out, someone will not 

resist the temptation and will set it free. 

Can we cage AI without depriving it from information about the outer world, so that AI 

can hear and see through the bars of the cage, while we reserve the option to pull out the plug and 

shut it down at any time? 

Can a lion flee the zoo? Yes, although this is quite unlikely, because the lion is stupid 

enough. Suffice it to put a simple latch on the cage door – the lion will never figure out how to 

open it. An ape has better chances to escape because it is smarter than a lion. A simple latch 

would not stop an ape as it will find out how to open it. The beings most difficult to lock are 

humans. Every now and then, inmates escape even from highest-security prisons. Humans are 

very cute and almost always find ways to sneak away. Let us now imagine trying to lock a 

creature which outsmarts us by orders of magnitude. Imagine a human guarded by apes. Can that 

human outsmart apes and run away? 
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Well, we can pull the plug out and shut AI down whenever we decide that it has spun out 

of control. But, it may happen that we are simply unable to shut it down. When AI slips out of 

control, it may decide to prevent us from shutting it down. 

So, if AI cannot be caged, can we use it in the real world? Yes, but we must ensure that 

we have created a good-minded AI which will not try to topple us from power. A dog for 

example can run away and bite us, but it does not do it because it is good-minded. 

Therefore, if we are mindful of what AI we are developing, a tech disaster will not occur. 

This means that the people we would let deal with this technology should be sufficiently 

reasonable and responsible. If nuclear technology were in the hands of such people, neither 

Hiroshima nor Chernobyl would have happened. 

3.1.4 The stick-and-carrot principle 

Here is a very simple example of a tech disaster. When we discuss AI our assumption is 

that AI keeps learning by means of encouragement and discouragement (a concept known as 

Reinforcement Learning). This is the stick-and-carrot principle. The AI has a clear objective: 

more encouragement and less discouragement. What we can do is start running AI and give its 

human controller two buttons: “Encourage” and “Discourage”. A problem may arise if AI 

decides to not let the human controller push the “Discourage” button and force him push the 

“Encourage” button all the time. Thus, AI will enslave the human who will end up being forced 

to keep pressing the “Encourage” button. 

A similar scenario would develop if a donkey takes control, prohibits its master use the 

stick and forces him to feed it with carrots all day long. Thankfully a donkey is not smart enough 

to take control and such a scenario cannot happen. 

3.1.5 Can we not create any AI? 

Can we all agree to keep Pandora’s box shut? Can all researchers working in the area of 

Artificial Intelligence meet and agree by consensus that they will never make this discovery? The 

answer is, never. Even if some researchers manage to clinch an agreement, others will not be part 

of the agreement or will join the agreement only to breach it later. 

Something similar happed with nuclear technology. Physicist Werner Heisenberg said that 

in 1941 he had a secret meeting with his former teacher Niels Bohr and the two pledged they will 

not create an atomic bomb. Niels Bohr, however, denies having made such a pledge. Whether a 

pledge was or was not made does not matter, because Germany and the US did not cancel their 

nuclear programs. Perhaps some individuals did sabotage nuclear technology development, but 

there were sufficient cohorts of many others who continued to work on it. 

3.1.6 Why should we keep AI technology secret? 

Each dangerous technology is classified and access to it is restricted. One example are 

firearms. Why is it that we do not let our children play with machine guns? How much damage 

can children do? A child can shoot a couple or, say, one hundred victims at the most. With AI 

technology at fingertips, a child can cause much more damage. A child can for example 

command AI to kill everyone who he or she does not like and these may happen to be everyone, 

including the one who gave the command. 

I can now hear you saying that AI technology is far too complicated for a child to come to 

grips with. I do not mean that a child can develop AI technology, but argue that if we made AI 

available as an Open Source, a child would be able to use it. The same applies to machine guns. 

A young boy cannot make a machine gun but give him a machine gun and he may use it. This is 

not difficult at all. Just pull the trigger and the weapon will start to spit fire. 

Similar is the situation with computer hacks. These are security gaps in your computer 

which allow remote access to it. Hacks are made either maliciously or inadvertently. When an 
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operating system (OS) is designed, developers tend to leave some security loopholes so they can 

later penetrate into and control computers running on that OS. The intent is to keep these hacks 

secret and usable only by their creators. But what happens in real life? People discover a hack 

and publish it in the web. The intent is to enable everyone defend themselves. The effect is that 

anyone can use it and break into your computer. 

The purpose of deliberate hacks is to enable secret services enter and control your PC. 

I personally do not mind secret agents entering and controlling my PC, because I know these 

people are responsible, they will enter and exit my PC and I even will not understood that they 

have ever been there. 

You would not, however, be happy to let teenagers tamper with your computer. They will 

want to somehow make their visit known to you and will do some mischief. How can teenagers 

find security gaps, are they so smart? They don't have to be smart. They just manage to make use 

of published hacks, which are Open Source and available for anyone to use. If a teenager is smart 

enough to discover a hack himself, he would probably be responsible enough not to make 

mischief on your computer. 

3.1.7 Classified magazines 

I believe by now you have agreed with me that AI technology should not fall in the hands 

of children or irresponsible individuals. Similarly, you would agree that children should not be 

allowed to play with machine guns. 

Can we give children a good do-it-yourself manual for them to make DIY machine guns? 

Younger children will certainly be unable, but their older peers may well do, especially if the 

DIY manual is detailed enough and written well. Do we believe that anyone who can put together 

DIY machine gun from a manual is sufficiently responsible about using it? I tend to think we 

cannot take this for granted and therefore access to machine gun DIY manuals should be 

restricted. 

The same applies to the articles which describe AI technology. But let us first say what is 

AI. Artificial Intelligence is computer program. A program can be written. Writing a program is a 

technical task and it is similar to solving a puzzle. But, before we write the program we should 

first to invent the algorithm. One must be quite brainy to design an AI algorithm, however, the 

algorithm can be specified in fine granularity in an AI article. If one gets hold of such an article, 

coding an AI program can be more of a technical task. This leads me to believe that access to AI 

articles should be restricted. 

Many years ago in the former USSR there were classified (secret) magazines. All military 

and potentially dangerous technologies were printed in these magazines only. Certainly, the 

people authorized to read classified magazines were carefully vetted and the circle of these 

people was kept as narrow as possible. 

3.1.8 The serious magazines 

Can an article which describes AI algorithm make its way to a serious scientific 

magazine? This is next to impossible because serious magazines have reviewers who are 

responsible people and would not allow a potentially dangerous paper to see the light of day. For 

example, no chemical journal will allow you to publish a paper describing the creation of a bomb 

from scrap materials. In a physics journal, you could in principle publish a paper related to the 

device of the atomic bomb, but only if there were no dangerous details in it. 

While serious magazines do not allow dangerous papers which describe AI technology, 

such papers do find their way to the broad public. Once rejected by reviewers, researchers may 

seek to publish their findings wherever they can. They would often publish in their websites or in 

various blogs. 
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Do articles need to be peer-reviewed? Reviewing in paper-based magazines is dispensable 

because paper supplies are limited and they cannot afford publishing whatever comes by. 

Certainly, paper-based magazines are obsolete reminiscences of the past. Today we have e-zines 

which need not limit the length of articles or reject articles. 

Even an e-zine can be jammed because a single author can generate and upload one 

million articles. So, e-zines are also exposed to the phenomenon known as SPAM. It is therefore 

appropriate to collect a minor charge from those whose publish articles in electronic magazines, 

in the order of one dollar per article or one dollar per page. If the author wants to get a review, the 

fee should be significantly higher to pay for the reviewer's work. 

Nevertheless, reviewers continue to have important roles even in e-zines, although not to 

say yes or no, but to evaluate the articles and advise readers whether an article is worth reading. 

That is, reviewers are needed, but in the capacity of critics rather than censors. In literature there 

are critics who evaluate novels and offer guidance to readers. These critics write down their 

names under their writings and assume responsibility for their critiques, because if they mislead 

the reader once they will lose his or her trust for good. 

A classified magazine also needs reviewers to determine the classification level of each 

article. In other words, how narrow should be the circle of people authorized to read it. 

A classified magazine means that only vetted and sufficiently responsible persons will be 

authorized to read them, however, anyone should be able to publish in them. Restricting the range 

of persons eligible to publish would simply cement the status quo and many researchers will 

continue to publish wherever they find a chance to. 

3.1.9 Locked computers 

As mentioned already, AI is computer program, withal a very dangerous program. So we 

must not let irresponsible persons play with it. A computer program makes sense only if one has 

a computer to run that program. A computer program without a computer is no more than 

meaningless text. 

Every teenager today has a very powerful computer and can run on it any program they 

wish to. What was once a super computer is now weaker than the phone you carry in your pocket. 

Many people worry about North Korea having thermonuclear weapons. I worry more 

about them having a super computer on which they may run an AI program and inflict far more 

damage than a thermonuclear bomb. 

Nonetheless, North Korea is run by adults who bear responsibility for their act, while we 

allow every child (which is not subject to statutory liability for its doings) own a computer and 

run whatever program he or she would like to. 

We do not allow our children play with firearms, but why, then, do we let them play with 

computers? Should we bar ordinary citizens from possessing computers? Or should people be 

required to obtain a license before they get a computer, similar to the license required for the 

possession of firearms? 

The Empire of China in its time had a law which made it illegal for grassroots to possess 

weapons. It is exactly for this reason that the Empire of China became the cradle of various 

martial arts and techniques for fighting with hands, sticks or farming tools (such as nunchaku). 

Has the time come to enact a law which bans the possession of computers by ordinary people? 

The idea of restricting the possession of computers has already been put at work to a 

certain extent. For example, smartphones are computers, however, they are locked computers on 

which the owner cannot run any programs, but only ones that have been approved by someone 

who decides for us which program is safe or unsafe. 

By and large, tablets and laptops are also becoming locked computers. The vast majority 

of desktop computers, however, are still unlocked, allowing people to compile and run on them 



94 

 

their own programs. I tend to think it is only a matter of time and the day is near when all 

computers will be locked, and possessing an unlocked computer will be prosecuted as a most 

dangerous crime. 

Twenty years ago people used to leave their computers switched on in nighttime and let 

everyone use them and run their programs (I mean UNIX-driven computers). In other words, a 

mighty supercomputer was available for everyone to play with. With Bitcoin today, these 

resources are not freely available anymore. All idle computer resources today are harnessed to 

mine Bitcoins. Even if one had some idle computer resources, they would not make these 

available for free, because they know somebody else will make use of them to mine Bitcoins and 

earn money on the back of the owner’s graciousness. 

3.1.10 Conclusion 

We should take AI technology very seriously and restrict the access to all programs that 

have something to do with that technology. We should also classify AI-related articles and go as 

far as locking all computers to prevent random people make experiments with AI technology. 

Such experiments should only be allowed for persons who are sufficiently intelligent and 

responsible. At present, medical doctors need to demonstrate compliance with a range of 

requirements before they are allowed to practice. Conversely, anyone can undertake AI research 

at will. This needs to be changed and AI researchers should become subject to certain 

requirements. 

Letting AI spin out of control is a tech disaster which may occur from either stupid or 

irresponsible behavior. People with inferiority complexes, who may seek to acquire absolute 

power and become “Masters of Universe”, should not be allowed to deal with AI. 

On the other hand, independent researchers should be allowed to publish (in classified 

magazines) and thus earn recognition for their work. It goes without saying that when 

independent researchers publish their works they should be given a date stamp and a guarantee 

that nobody would be able to challenge or steal their merit. 

What we mean by a tech disaster are things which are avoidable in principle and can be 

avoided if we are sufficiently smart and responsible. These things are: the control on AI to be 

lost, AI to be used as a weapon or a group of people to use AI as a means to oppress everyone 

else. 

AI technology has many other implications which are unavoidable. One consequence we 

are unable to avoid is people losing their jobs. But, besides being unable, we are also unwilling to 

avoid it because nobody likes to be forced to work. We would be happy do work for pleasure, but 

hate to work because we have to. 

Many people worry that secret services tamper with their computers. Secret services today 

see and know everything. God also sees and knows everything, but nobody seems to worry about 

that. Of course, God is discrete and good-minded. He will not tell your wife that you are cheating, 

neither will he use the information in your computer to make some private gains. Secret services 

are also discrete, but not always good-minded. Not coincidentally, the ugliest bandits are usually 

former or even acting officers of secret services. 

We do not need to worry that secret services see everything. This is unavoidable. It is silly 

to worry about unavoidable things which we cannot change at all. We said that the persons 

working for these services are responsible ones but it does not mean they are responsible enough. 

The way to avoid the problem is not to play hide-and-seek with secret services, but control them 

and make sure only the right people work for these services. 

My assertion is that we should let secret services control our computers officially and not 

under cover. If we did so we would forget about problems such as hacks, viruses or SPAM. Our 
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computers will be safe and reliable. We may even use secret services as a backstop and ask them 

to recover the information lost when our hard disk goes bust. They store that information anyway. 

While who works for secret services is important, an even more important question is who 

will be allowed to do AI research. These should be smart, reasonable and responsible persons, 

free of inferiority complexes or criminal intents. If we made this kind of research and 

experimentation open to anyone who wishes so, the tech disasters to follow will dwarf Hiroshima 

and Chernobyl to near-miss incidents. 

3.2 What will our life look like once AI is here ? 
AI is about man creating a being which is incomparably smarter than man himself. 

Although that being will be good-minded and will serve us faithfully, it can still be a problem for 

us because now we pride ourselves for being the smartest beings – smarter than all other animals 

and even machines. Our intelligence gives us the self-confidence to claim that we are the most 

sophisticated product of evolution. Now we manage planet Earth and decide which animal or 

plant deserves to live, which should be allowed to reproduce, proliferate and occupy more space, 

and which must be constrained only in natural reserves. 

The question is what will our life look like once AI is here. When that time comes, our 

life will appear deceitfully easy. We will not have to bother about our food or livelihood, will not 

have to work and even will not have to entertain each other because AI will deliver entertainment 

much better than any human entertainer could do. Despite the deceitful simplicity of life, natural 

selection will continue and some of us will be on a trajectory to survival, while others will be on 

a trajectory to extinction. 

What we mean by natural selection is reproduction instead of death. Almost no one will 

have to die after AI comes by. Organ repair and cloning techniques will make the human body 

practically perpetual, but we may still decide to set some cutoff point and say that nobody will be 

allowed to live longer than 120 years. How many people shall we let live on the Earth? We may 

keep them at 7 billion or increase the number to 70 or even 700 billion, but any case we will need 

to set some limit because in a congested world people will be mutually disruptive to their affairs, 

moreover there will not be any space left for other species. 

What are we going to do after AI is here? Since we will not have to work in order to make 

our living, the only meaningful mission would be to engage in reproduction. Although 

reproduction has been and continues to be key today, in today’s world we need to work before we 

can reproduce. When working will not be important anymore, money will become irrelevant 

because it will lose its basic function as a measure of how good people are at their jobs. Then, 

which criterion will drive natural selection? The criteria now are: intellect, beauty, health, 

education, strength, bravery, swiftness, honesty, religion and worldview. 

Strength and swiftness were very important in the past, but now, when machines are much 

stronger and swifter than us humans, these two traits are not the most important ones. When 

machines become smarter than us, intellect will not be the most important criterion, either. 

Bravery is a complicated criterion. On one side, brave people win, but on the other side the 

bravest ones tend to brake their necks. Honesty is similar. The most successful businesspeople 

and politicians are those who rarely shine with honesty, but the most dishonest ones end up in 

jail. From an evolution advantage in the past, education now tends to be a disadvantage. My 

teacher of fine arts used to say that the percentage of spinster women among university graduates 

is much higher than the average, and when a lady makes it to a doctoral degree the situation 

becomes nothing short of desperate. In other words, should education continue to be a virtue and 

should the more educated people be given more chances? 

As regards health, good health is certainly valuable, but if everyone is healthy it cannot be 

a criterion. Beauty is another very important criterion, but it is very subjective. Who will sort out 
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the beautiful from the ugly? Given that deep cosmetic corrections are available even now, with 

AI we will able to craft our appearance whichever way we like. 

Who will determine the new natural selection criteria? Perhaps we should leave this to the 

smarter one, i.e. AI? The gardener is the one to decide which flower is nice, worth to propagate 

and have more space in the garden. If we, humans, want to be the criteria setters, then we should 

consider what will happen. In this case religion and worldview will be the most important 

criteria. The dominant worldview will have the upper hand and provide better opportunities to 

those who share the religion of the majority.  
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Conclusion 
This PhD thesis leads to certain conclusions. The main conclusion is that Artificial 

Intelligence is around the corner and will soon be here to change fundamentally the way we live. 

The main change will be that the price of labor will be zero. We are accustomed to the 

fact that due to technical progress labor becomes increasingly cheaper. For example, digging a pit 

was costly when people used to dig manually, but now when we have excavators this cost has 

dropped dramatically. We are accustomed to the fact that goods become increasingly cheaper in 

the market because the labor component of their cost continually decreases over time. For the 

sake of clarity we will say that cheaper goods do not cost less money, but less of something 

which remains invariable, such as gold (although gold also gets cheaper since machines excavate 

a lot more gold than people were ever able to mine manually). We are accustomed to the fact that 

labor gets cheaper, but are not ready for the time when the price labor will be zero. 

A sequel of this PhD thesis and of its main conclusion is Dobrev’s patent (2021a). The 

patent describes a traffic management scheme for automated metro systems (automated means 

that trains travel autonomously without train drivers). An automated metro system is not AI just 

as an automated coffee maker is not AI, either. Certainly, automated metro is something more 

complex than an automated coffee maker, but still it is not AI. We already know what AI is 

because in this PhD thesis there is a definition of Artificial Intelligence. Thus, we already know 

or at least the author thinks he knows what AI is. 

Dobrev’s patent (2021a) is not a direct outcome of this PhD thesis, but the reason for its 

creation is the main conclusion made here. When labor will cost nothing it will not make sense to 

invest in labor. Most inventions aim to save some human labor. All these inventions will become 

meaningless. Dobrev’s patent (2021a) aims to save time and energy – these are resources which 

will remain valuable even when AI is up and running. Certainly, energy will also become free of 

charge when nuclear fusion reactors come online, but time will remain a valuable resource and 

we will continue our efforts to make things more time-efficient. 

In 1988 the Bulgarian city of Varna hosted a logic conference dedicated to the 90th 

anniversary of Arend Heyting. Among the attendees there was a former assistant of Turing. His 

name was Gandhi and he was the doyen of the conference. He told us a story: Before the war 

Turing decided to convert all his savings in silver and bury his silver somewhere in the ground, 

hoping to offset the anticipated devaluation of money. He was reluctant to invest in other assets 

such as buildings because no one knew which buildings would be intact when the war ends. 

Thus, Turing’s decision to buy silver is not a direct sequel of the war, but came as an 

indirect consequence of his anticipations related to the war. Similarly, Dobrev’s patent (2021a) is 

not a direct sequel of this PhD thesis, but its creation and the investment in obtaining a patent 

were motivated by the main conclusion made in this PhD thesis. 

Then Gandhi continued his story and told us that Turing meanwhile forgot the place 

where he had hidden his silver. After the end of the war he made numerous attempts to find it, 

but, unfortunately, without success. Gandhi himself went on some of Turing’s silver searching 

expeditions. 

The conclusion is that we may try to prepare for major future events such as war or the 

advent of AI, but these efforts would hardly be successful. The sheer magnitude of such events 

makes it very difficult for people to figure out which policy is the best to follow. 
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